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ACPI Specification

Revision History

ACPI Mantis Number / Description Affected Sections

Revision

6.2 A 1839 Missing space in title of ACPI RAS Feature Table (RASF) Section 5.2
Section 5.2.20
Table 5-30

6.2 A 1837 Typos in Extended PCC subspaces (types 3 and 4) Section 14.1.6

6.2A 1831 Add a new NFIT Platform Capabilities Structure Section 5.2.25.1
Figure 5-33
Table 5-128
Section 5.2.25.9

6.2 A 1827 PPTT ID Type Structure offsets Section 5.2.29.3

6.2A 1825 Remove bits 2-4 in the Platform RAS Capabilities Bitmap Section 5.2.20.4

table

6.2 A 1820 Region Format Interface Code description Section 5.2.25.6

6.2 A 1819 Remove support for multiple GICD structures Section 5.2.12
Section 5.2.12.1

6.2A 1814 PDTT typos and PPTT reference Revision History
Section 5.2
Section 5.2.28

6.2A 1812 Minor correction to Trigger Action Table Section 18.6.4

6.2 A 1811 General Purpose Event Handling flow Section 5.6.4

6.2 1795 ACPI Table Signature Reservation Table 5-31

6.2 1780 Add DescriptorName to PinFunction and PinConfig Macros | Section 19.6.103 and
Section 19.6.104

6.2 1770 Update Revision History Revision History

6.2 1769 FADT Format: ACPI Version update to reflect 6.2 versus 6.1 | Table 5-34

6.2 1755 Deprecate PCC Platform Async Notifications Section 14.4, and Section 14.5.1

6.2 1743 PinGroupFunctionConfig resource descriptors update Section 6.4.3.11,
Section 6.4.3.12,
Section 6.4.3.13,

6.2 1738 PCIEXP_WAKE Bits description updates Table 4-16, Table 4-17, and
Table 5-35

6.2 1731 Software Delegated Exception HW error notitication Section 18-384

6.2 1725 NVST Updates - NFIT ARS Error Injection Section 9.20.7.9,
Section 9.20.7.10,and
Section 9.20.7.11

6.2 1724 NVST Updates - Platform RAS Capabilities Updates Section 5.2.20.4

6.2 1723 NVST Updates - Translate SPA DSM Interface Section 2.1, Section 9.20.7.8
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ACPI Mantis Number / Description Affected Sections
Revision
6.2 1722 NVST Updates - ARS Updates Section 2.1, Section 9.20.7.2,
Section 9.20.7.4,
Section 9.20.7.5,and
Section 9.20.7.6
6.2 1721 NVST Updates - Labels Section 2.1, Section 5-181,and
Section 6.5.10
6.2 1717 ASL Grammar Update for Reference Operators Section 19.2
6.2 1714 Reserve the table name "SDEI" Table 5-31
6.2 1705 Add Heterogeneous Memory Attributes Tables (HMAT) Section 5.2, Section 5.6.6,
Section 5.6.8, Section 6.2,
Section 6.2.18, and Section 17.4
6.2 1703 Time & Alarm Device _ GCP new bits Section 9.18.2
6.2 1680 Pin Group, Pin Group Function and Pin Group Configuration | Table 6-222 and Section 6.4.3.10
Descriptors and Macros
6.2 1679 Pin Configuration Descriptor and Macro Table 6-222 and Section 6.4.3.10
6.2 1677 CPPC Registers in System Memory Section 6.2.11.2 and
Section 8.4.7.1
6.2 1674 GHES_ASSIST Proposal Section 18.3.2
6.2 1669 FADT HEADLESS flag should be valid for Section 5.2.9
HW_REDUCED_ACPI platforms
6.2 1667 Processor Properties Topology Table (PPTT) Section 5.2.29
6.2 1659 Master Slave PCC channels Chapter 14, Platform
Communications Channel (PCC)
6.2 1656 SRAT Support for ITS Section 5.2.16
6.2 1650 CPPC Support for Multiple PCC Channels Table 6-195 and
Section 8.4.7.1.9
6.2 1649 ECR: Minor updates to IA-32 Architecture Deferred Machine | Section 18.3.2.10
Check
6.2 1645 Add _STR Support for Thermal Zones Section 6.1, Section 6.1.10,
Section 11.4, Section 11.4.14,
and Section 11.7.1
6.2 1632 Secure Devices Table (SDEV) Table 5-31
6.2 1611 Add a _PPL object to processor devices Section 8.4.7
6.2 1597 ASL For() Conditional Loop Macro Section 19.6.51, Section 19.2.5,
Section 19.2.6, and
Section 19.3.4
6.2 1588 Clarification on Interrupt Descriptor Usage for "Interrupt Section 6.2.11.2, Section 6.4.3.6,
Combining" Section 19.6.62
6.2 1585 Reserve table signature “WSMT,” with reference to ACPI Table 5-31
links page for more details
6.2 1583 Diverse Highest Processor Performance Table 5-155 and Table 6-195
6.2 1578 Function Config Descriptor and Macro Table 6-211 and Section 6.4.3.9
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ACPI Mantis Number / Description Affected Sections

Revision

6.2 1576 Platform Debug Trigger Table (PDTT) Section 5.2.28

6.2 1573 Extensions to the ASL Concatenate operator Section 19.2.6 and
Section 19.6.12

6.2 1569 Add new introduction (background) section Background chapter

6.1 Errata | 1796 Clarify that Type 1 can never support Level triggered Section 14.1.4

A platform interrupt

6.1 Errata | 1785 Lack of clarity on use of System Vector Base on GICD Section 5.2.12.15

A structures

6.1 Errata | 1783 Clarification on Interrupt Descriptor Usage for Bit [0] Table 6-235

A Consumer/Producer

6.1 Errata | 1760 Typo - incorrect bit offsets in the PM1 Enable Registers Table 4-17

A Fixed Hardware Feature Enable Bits table.

6.1 Errata | 1758 Minor Errata in ERST tables, Serialization Instruction Entry | Table 18-389 and Table 18-395

A and Injection Instruction Entry.

6.1 Errata | 1756 Errata: Ensure non-secure timers are accesible to non- Table 5-123

A secure in the Flag Definitions: Common Flags table.

6.1 Errata | 1740 Errata in section 9.13: wrong reference Section 9.13

A

6.1 Errata | 1715 0 is a valid GSIV for the secure EL1 physical timer in GTDT | Table 5-117

A

6.1 Errata | 1687 Typo in the Reserved field of the GIC ITS Structure table. Table 5-67

A

6.1 Errata | 1686 Clarification of the FADT HW_REDUCED_ACPI flag Table 5-34

A description in the FADT Format table.

6.1 Errata | 1676 Clarifications for the ASL Buffer (Declare Buffer Object) Section 19.6.10

A

6.1 Errata | 1671 Typo in Memory Affinity Structure table Section 5-73

A

6.1 Errata | 1670 Update for _OSI return value Section 5.7.2

A

6.1 Errata 1664 Clarification of the RSDP Structure table, Revision Table 5-67

A description.

6.1 Errata | 1662 Clarification of the Generic Communications Channel Table 14-360

A Command Field table.

6.1 Errata | 1661 typos in the Generic Communications Channel Status Field | Table 14-361 and Section 14.5

A table and the Platform Notification section.

6.1 Errata | 1660 type in the Generic Communications Channel Shared Table 14-359

A Memory Region table

6.1 Errata | 1651 LPI Clarifications Section 8.4.4.3

A

6.1 Errata | 1644 Mismatch of mantis number 1449 vs. change description Revision History

A
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ACPI Mantis Number / Description Affected Sections
Revision

6.1 Errata | 1643 Incorrect row order in Table 18-387

A GET_EXECUTE_OPERATION_TIMINGS table

6.1 Errata | 1642 Clarifications and fixes to _PSD and _TSD Table 5-181

A

6.1 Errata | 1639 _WPC and _WPP are missing in the Predefined ACPI Table 5-161

A Names table.

6.1 Errata | 1616 Clarify which processor ID to use in the EINJ for ARM Table 18-393

A

6.1 Errata | 1606 Errata: typos in the Interrupt Resource Descriptor Macro Section 19.6.62

A definition

6.1 Errata | 1602 Updates to the PMC Method Result Codes table Table 10-328

A

6.1 Errata | 1601 Typos in the _CPC Implementation Example Section 8.4.7.1.11

A

6.1 Errata | 1600 Typos in PCC Subspace Structure Type 1 and Type 2. Table 14-356 and Table 14-357
A

6.1 Errata | 1599 Add clarification to existing text (_OSC Control Field via Table 6-197

A arg3)

6.1 Errata | 1591 ASL grammar clarification for “executable” AML opcodes Section 5.4

A

6.1 Errata 1589 Wireless Power Calibration Device ACPI ID not defined Section 10.5 (Table 10-292
A removed) and Table 5-160
6.1 Errata | 1582 Clarification for Time and Alarm wake description Section 9.18.1

A

6.1 Errata | 1581 Processing Sequence for Graceful Shutdown Request - Table 5-163 and Section 6.3.5.1
A need to update section 6.3.5.1 to reflect change

6.1 Errata | 1579 typos Table 5-127 and Table 5-128
A

6.1 Errata | 1577 BGRT Image Orientation Offset Table 5-104

A

6.1 Errata | 1572 Update ASL grammar to support multiple Definition Blocks | Section 19.2.3

A

6.1 Errata | 1571 Update AML Filename description for ASL DefinitionBlock Section 19.6.28

A operator

6.1 Errata | 1552 GIC Redistributor base address language in GICC leaves Table 5-61

A room for ambiguity

6.1 Errata | 1549 Errata: wrong offset in Generic Communications Channel Table 14-359

A Shared Memory Region table.

6.1 1527 Qualcomm feedback on ACPI 6.1 draft 2 Throughout

6.1 1524 Strange hotlink Section 5.7.5

6.1 1514 Comments against 6.1 Draft from HPE Throughout--draft corrections and

typos, but especially
Section 9.20.7.2
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ACPI Mantis Number / Description Affected Sections
Revision
6.1 1512 Microsoft feedbacks on ACPI 6.1 draft 2 Section 5.2.25, Section 9.20.7,
Section 18.3.2
6.1 1503 Editorial comments against 6.1 Draft 1 Throughout--draft corrections &
typos
6.1 1500 ACPI 6.1 - Graceful Shutdown (Device Object Notification) | Table 5-163
6.1 1499 FIT and _MAT ASL nits in 6.0 and 6.1 Draft Section 6.2.10, Section 6.5.9
6.1 1490 ACPI Version update to reflect 6.1 versus 6.0 Table 5-34
6.1 1483 NFIT SPD extensions and clarifications Section 5.2.25x, Section 6.5.9,
Section 9.20x
6.1 1478 Wireless Power Calibration ACPI Device Section 10.5 & Section 10.6
6.1 1427 Addition to Memory Device State Flags in NFIT Table 5-130
6.1 1395 _DSM interfaces associated with NVDIMM-N objects Section 9.20.2x through
Section 9.20.7
6.1 1384 ERST/EINJ max wait time Table 18-387, Table 18-394
6.1 1367 Interrupt-signaled Events Section 4.1.1.1 Section 5.6, ,
Section 5.6.10, Section 5.6.4,
Section 5.6.5 Section 5.6.5.2,
Section 6.2.11.2, Section 7.3.13,
Section 18.3.2.7.2, Section 18.4
Added Section 5.6.9, through
Section 5.6.9.4
6.1 1356 ARM APEI extensions Section 18.3.2.7,
Section 18.3.2.8,
Section 18.3.2.9
6.1 1344 Sharing of Connection Resources Section 5.5.2.4.6 through
NOTE: The changes were included in ACPI 6.0, but was missed Section 5.5.2.4.6.3.9
in the ACPI 6.0 Revision History Section 19.6.15
6.1 1326 Section 2.2, Table 5-38,
Section 7.4.2.5, Section 15,
Table 15-364, Section 16.1.4
6.0 Errata | 1488 Typo on description of PkgLength encoding (ACPI v6.0, Section 5.4
section 5.4)
6.0 Errata | 1487 The Length of GIC ITS Structure is wrong Table 5-67
6.0 Errata | 1470 Region Format Interface Code clarification Table 5-134
6.0 Errata | 1462 5.2.21 Errata Section 5.2.21
6.0 Errata | 1461 5.2.21.10 Clarification Section 5.2.21.10
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Types

ACPI Mantis Number / Description Affected Sections
Revision
6.0 Errata | 1449 Graceful Shutdown Request (Device Object Notification Section 2.1, Table 5-45,
Values) Section 5.2.12.6,Table 5-52,
Section 5.2.12.9,
Section 5.2.12.14 through
Section 5.2.12.18,
Section 5.2.25, Section 5.6,
Table 6-190, Table 6.2.10,
Table 6-247, Table 6.5.9
6.0 Errata | 1445 Section 19.6.99 "Package" of the specification needs Section 19.6.101
updating
6.0 Errata | 1444 GTDT CntReadBase Physical address should be optional Section 5.2.24
6.0 Errata | 1433 Time and Alarm _GCP changes in support of wakes from Section 9.18.2
S4/S5
6.0 Errata | 1432 Errata - Explicit Data Type Conversions Section 19.3.4, Section 19.3.5.2,
Section 19.3.5.3
6.0 Errata | 1406 NFIT RAMDisk Update Section 5.2.25.2
6.0 Errata | 1403 Two distinct definitions of the MADT have the same revision | Table 5-44
number
6.0 Errata | 1393 In FADT: if X_DSDT field is non-zero, DSDT field should be | Table 5-34
ignored or deprecated
6.0 Errata | 1392 Incorrect length in the GIC ITS Structure Table 5-67
6.0 Errata | 1386 Clarify APEI vs UEFI runtime variable support Table 18-387
6.0 Errata | 1385 ACPI 6.0 typo and table misnumbering Section 18.5.2.1,
6.0 Errata | 1380 Unnecessary restrictions to FW vendors in ordering of GIC | Section 5.2.12.14
structures in MADT
6.0 Errata | 1378 Duplication of table 5-155/156, section mismatch in GIC duplicates of Table 5-172 &
redistributor Table 5-177 removed;
Section 5.2.12.17
6.0 Errata | 1374 section mismatch: _CCA method belongs to section 6.2 Table 6-186/Table 6-190
Device Configuration Objects?
6.0 Errata | 1372 Fix inconsistency for _PXM method in section 17 Section 17.2.1, Section 17.3.2
6.0 Errata | 1368 Various errata fixes and clarifications in chapter 18 APEI Section 18.3.1,.Section 18.3.2.7.
1, Section 18.5.1, Section 18.6.1,
Section 18.6.2 , Section 18.6.4
6.0 Errata | 1361 Clarify _PIC Method on ARM Section 5.8.1
6.0 Errata | 1289 replace use of the term "BIOS" with more accurate Throughout
descriptions
6.0 Errata | 1154 Ensure that ACPI and UEFI specs agree on the treatment of | Section 15.4
"holes" in the memory map
6.0 1370 Changes needed for ACPI 6.0: persistent memory S4 Section 16.3.4
behavior
6.0 1359 Vendor Range for E820 Address Types and UEFI memory | Table 15-364
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ACPI Mantis Number / Description Affected Sections
Revision
6.0 1354 Disambiguation of _REV Section 5.7.4
6.0 1343 Comments against v6.0 Final Draft Section 18.6.2; Section 18.6.4
6.0 1340 comment against the Final Draft: Minor errata in register Section 8.4.4.3.4
fields of LPl example
6.0 1332 Fixes for ACPI 6.0 Draft March 2 Table 5-38;
Section 5.2.25.2Table 5-129
6.0 1328 ACPI 6.0 Draft feedback - Mantis 1228 Table 5-63
6.0 1337 Missing reference in Extended Address Space Descriptor Section 6.4.3.5.4
Definition, Section 6.4.3.5.4
6.0 1333 ACPI 6.0 March2 Draft Feedback - Bits and NFIT related NFIT throughout
6.0 1329 ACPI 6.0 Feb 18 Draft - Follow consistent notation for Bits throughout
and Bytes ranges
6.0 1327 ACPI 6.0 Feb 18 draft feedback - NFIT related NFIT throughout
6.0 1324 ACPI 6.0 Feb 5 Draft1 Feeback?2 - Mantis 1250 Section 5.2;
Section 5.2.25;;Section 6.1.1Sect
ion 5.6.6
6.0 1320 ACPI 6.0 Feb 5 Draft1 Feedback - Mantis 1250 Section 5.2;
Section 5.2.25;;Section 6.1.1Sect
ion 5.6.6
6.0 1319 Comment against ACPI 6.0 Draft 1 concerning Mantis 1279 | Section 19.1;Section 19.6.3;Secti
on 19.6.5;Section 19.6.26;;Sectio
n 19.6.31;Section 19.6.60;Sectio
n 19.6.61Section 19.6.69 -
Section 19.6.75;
Section 19.6.79Section 19.6.86S
ection 19.6.87Section 19.6.93
6.0 1312 Add USB-C Connection support to _UPC Table 9-291;Section 9.14
6.0 1306 New ACPI Version Placeholder Table 5-34
6.0 1302 Errata on reference in section 6.2.11.2 Platform-Wide Section 6.2.11.2
OSPM Capabilities
6.0 1294 Typo in section 5.7.2: "Section" used when "Table" was Section 5.7.2
meant
6.0 1293 Reserve "STAQ" and "XENV" table signatures Table 5-31
6.0 1292 A Missing space in first paragraph of Section 2.4 Section 2.4
6.0 1284 Battery ACPI ECR Section 5-181
Section 10.2.2.7;Table 10-319
;Section 10.2.2;Table 10-321
6.0 1282 AML: Improve Disassembly of Control Method Invocations Section 19.6.44;Section 20.2.5.2;
Section 20-430
6.0 1281 ASL Printf and Fprintf Debug MacrosTable 10-321Table 10- | Section 19.2.5;Section 19.2.6;Se
321 ction 19.3.4;Section 19.3.5.2;Sec
tion 19.3;Section 19.4;Section 19
.6.52;Section 19.6.108;
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ACPI Mantis Number / Description Affected Sections
Revision
6.0 1280 ASL Helper Macro for _PLD (Physical Location of Device) - | Section 19.2.6;Section 19.3.4;Se
ToPLD() ction 19.3.5.2;Section 19.4;Sectio
n 19.5;Section 19.6.141
6.0 1279 ASL Extensions for Symbolic Operators and Expressions Section 19.1;Section 19.6.3;Secti
(ASL 2.0) on 19.6.5;Section 19.6.26;;Sectio
n 19.6.31;Section 19.6.60;Sectio
n 19.6.61Section 19.6.69 -
Section 19.6.75;
Section 19.6.79Section 19.6.86S
ection 19.6.87Section 19.6.93
6.0 1265 Missing word in figure 1-1 Figure 1-6
6.0 1264 Device Power Management Clarifications Section 2.3;Section 2.3.1;Section
3.3.1;
Section 3.3;Section 3.4Section 3.
4.2Section 3.4.3Section 3.4.3Sec
tion 3.4.4x); Section 7;
Section 7.1Section 7.2x;
Section 7.3
6.0 1262 New Thermal Zone Objects Table 5-
181;Section 11.1.5.1;Section 11.
4.8;Section 11.4.21
6.0 1261 _OSC, add OS-->Platform information to communicate >16 | Table 6-195
p-states are supported
6.0 1258 Standby Thermal Trip Section 11.4.5
6.0 1253 Clarification of S5 (Soft-Off) and S1~S4 Sleeping States Section 2.4;Section 3.9.4;Section
4.7;Section 4.8.2.3;Section 4.8.3
.2.1;Section 7.3.1
6.0 1252 Incorrect Indentation in first page of Section 3 Section 3
6.0 1250 Support for Non-Volatile Memory Firmware Interfaces Section 5.2;
Section 5.2.25;;Section 6.1.1Sect
ion 5.6.6
6.0 1241 PCC and level interrupts for HW reduced platforms Section 14.1.2;Section 14.1.5
6.0 1232 Deprecate Processor Keyword Table 5-47;Table 5-
53;Section 5.2.12.10;Section 5.2.
12.12;Section 8.4;
;Section 11.7.1;Section 11.7.2;
;Section 19.6.30;Section 19.6.10
9
6.0 1231 Adjust max p-states Section 2.6
6.0 1230 Adding Support for Faster Thermal Sampling Table 6-195; Table 5-181
:Section 11.4.17
Section 11.4.22;Section 11.6
6.0 1229 Reserve IORT and support for ARM GICv3/4 ITS in MADT | Table 5-30; Table 5-46;

Section 5.2.12.18
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ACPI Mantis Number / Description Affected Sections
Revision
6.0 1206 Clarify _HID/_CID/_CLS usage model Section 6.1;Section 6.1.5;Section
6.2x
6.0 1203 CPPC heterogeneous performance capabilities Section 8.4.7;Section 8.4.7.1.10;
6.0 1197: MADT Efficiency Classes and wording change for MP Table 5-61
Parking update
6.0 1176 FADT Hypervisor Vendor Identification Support Table 5-34
6.0 1171 Extend Address Ranger Types and UEFI Memory Type to Table 5-
comprehend persistent memory. 38;Section 6.4.3.5.4.1;Section 15
; Table 15-369,Section 15.4
Table 15-370
6.0 1152 Support for Platform-specific device reset Section 7.3.25 and
Section 7.3.26 t; Table 7-253
Table 7-254
6.0 1132 Generic Button(s) Abstraction Table 5-180; Add new
Section 9.19 and following.
6.0 1125 ACPI Low Power Idle Table (LPIT) and _LPD proposal Section 5.6.7;Section 5.6.8;
Table 6-195;
Section 7.1;Section 7.2.5;
Section 7.4.2.1;Section 8.4;Secti
on 8.4.1;
Section 8.4.2;Section 8.4.2.1;
Section 8.4.3.1
5.1 Errata | 1265 Missing word in figure 1-1 Figure 1-6
5.1 Errata | 1252 Incorrect Indentation in first page of Section 3 Section 3
5.1 Errata | 1243 Clarify whether or not the FACS is optional or not Section 5.2.9; Table 5-34
5.1 Errata | 1233 Fix broken Link and Example for CLS Section 6.1.3
5.1 Errata | 1228 Present GIC version in MADT table Table 5-63
5.1 Errata | 1196 Table reference in Section 9.8.3.2 is Incorrect Section 9.9.3.2
5.1 Errata | 1193 Parking protocol field link is incorrect Section 5.2.12.14;
Table 5-61
5.1 Errata | 1190 Table references in Section 18 - ACPI Platform Error Table 18-373; Table 18-375
Interfaces (APEI) are incorrect
5.1 Errata | 1189 _CCA attribute default value description does not work for Section 6.2.17
ARM systems
5.1 1181 MADT GICC table definition is wrong Table 5-61; 5.2.12.14
51 1180 FADT minor version byte length is wrong 5-34
5.1 1179 Errors in GTDT Section of 5.1 draft 5.2.24,5.2.24.1;Tables 5-115, 5-
118, 5-121, 5-122
5.1 1175 Bad section reference in ACPI 5.1 19.2.3
5.1 1164 Modifications to UEFI Forum ownership of PNP ID and 6.1.5
ACPI ID Registry
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ACPI Mantis Number / Description Affected Sections
Revision
5.1 1161 Misc typos in draft documents 5.2.1.6;
5.2.16.4;5.2.24;5.2.12.14;
5.2.24.1.1; Table 5-74;Table 5-
115-116;Table 5-118-119; Table
5-121; Table 5-61; 5-61 8.4.5.1,
8.4.5.1.2.3 Table 6-162, Table 8-
229; RM duplicates from 1123/
1130:8.4.5.1.31.1
5.1 1160 ACPI 5.1 draft corrections related to _DSD (SEE 1126 6.2.5;Was Table 5-133 & 6-142
BELOW) now-->5-148 & 6-157
5.1 1157 Reserve ACPI Low Power Idle Table Signature "LPIT" Table 5-31
5.1 1155 Updates to M1133 MADT Table 5-63, 5-64
51 1151 Bug in ASL example code PRT3 code example following
Figure 9-49
5.1 1149 GTDT changes for new GT Configurations 5.2.24,5.24 1x
5.1 1136 Add a Notification Type for System Resource Affinity Table 5-119 Device Object
Change Event Notifications,
new 17.2.2
5.1 1134 FADT changes for PSCI Support on ARM platforms Table 5-34, 5-36, New table 5-37
5.1 1135 PCC Doorbell Protocol for HW-Reduced Platforms 14.1.1,14.1.2-4,14.2.1-2, 14.3-4
5.1 1133 MADT Updates for new GICs 5.2.12.15-17, Table 5-43, 5.2.12
table 5-45, 5-60, 5-61, 5-63, 5-66
5.1 1131 Per-device Cache-coherency Attribute 6.2, 6.2.16; Was Table 6-142--
>Table 6-153
5.1 1126 Add _DSD Predefined Object-- “DeviceSpecific Data” Was Table 5-133 & 6-142 now--
properties >5-148 & 6-157
5.1 1123 CPPC Performance Feedback Counter Change Tables 5-126, 8.4.5, 8.4.5.1x
1130 CPPC2 8.4.5.1,8.4.5.1.3.1-4; Was Table
[overlapping/duplicate tickets] 8-218-->8-229
5.1 1116 Add x2APIC and GIC structure for MAT method 6.2.10
50B 1145 Support GICs in proximity domain 5.2.16 5.2. new section 16.4 new
tables, 6.2.13 Table 5-65
50B 1144 Fix the gap for Notify value description 5.6.6, new tables: Table 5-132, 5-
133
50B 1142 Error Source Notifications 18.3.2.6.2, 18.4, Table 18-290
50B 1117 Move http://acpi.info/links.htm content to UEFI Forum 1.10,5.2.4,5.2.22.3, 5.2.24,
Website 5.6.7,9.8.3.2, 13, 13.2.2 A.2 4,
A.2.5; Tables 5-31, 5-60, 5-133
5.0B 1113 Typos in ACPI 5.0a Table 6-184
50B 1148 Inconsistent BIX object description/example Was Table 10-234-->10-250
5.0B 1143 Typos in ACPI 5.0a 6.1.8,8.4.1
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ACPI Mantis Number / Description Affected Sections
Revision
50B 1102 Clarify Use of GPE Block Devices in Hardware-Reduced 3.11.1,4.1,9.10
ACPI
5.0B Mantis 1114 Lack of description on Bit 4 of STA 6.3.7
50A dJira 51 incorrect type information Table 19-322
50A Jira 50 Misspelling of “management” 3.10
50A Jira 49 Updated description of DerefOf to specify behavior when | 19.5.29
attempt is made to de-reference a reference (via Index) to a NULL
(empty) package element.
50A Jira 48 Text changes to change PM Timer from required to 48.1.4,4.8.2.1,4.8.3.3,5.2.9
optional
50A Jira 46 Figure 5-29 is a printer killer Fig 5-29
50A Jira 45 Typos in Figure 5-30 Fig 5-30
50A Jira 44 Link issues in table 5-133 Table 5-133
50A Jira 43 Invalid AddressSpaced keywords in example ASL code, 6.5.4
orphan REG
50A Jira 42 Serious bug in ASL example code for _OSC 6.2.10.4
50A Jira 41 Fix problems with PCC address space description 14.5
50A Jira 40 Issues with _GRT and _SRT Buffer description 9.18.3,9.18.4
50A Jira 39 Clarification needed for _CST Table 8-206
50A Jira 38 Incorrect field name in "Generic Register Descriptor". 6.4.3.7
50A Jira 37 Clarifications for _CPC method 8.4.5.1.2.1-2
50A Jira 36 Restore legality of module-level executable AML code. 19.1.3
50A Jira 35 ASL grammar: "UserTerm" is confusing 19.1
50A Jira 34 Description of _GTM has a bad line with very large font 9.8.2.1.1
50A Jira 33 Missing information in _CPC description 8.4.5.1
50A Jira3 2 Error in description of _REG method 6.5.4
50A Jira 31 Clarify length field for Serial resource descriptor 6.4.3.8.2
Table 6-190
50A Jira 30 Argument descriptions in incorrect order for resource 19.5.41,19.5.101
descriptors
50A Jira 29 Issues with memory descriptors (grammar and macros) 19.1,19.5
50A Jira 28 Problems with ASL grammar entry for DWordMemory 19.1.8
50A Jira 27 Problems with Unicode description for _MLS method 6.1.7
50A Jira 26 Incorrect grammar for "32-bits" and "64-bits" throughout
50A Jira 25 Incorrect table reference in 19.2.5.4 19.2.54
50A Jira 24 Resource Descriptor tables -- formatting issues 6.4
50A Jira 23 Interrupt Descriptors: Wake bit should be split from Share | 6.4
bit
50A Jira 22 ASL grammar for ObjectType operator is incorrect 19.1.6
50A Jira 21 ASL grammar is missing description of type 6 opcodes 19.1.5
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ACPI Mantis Number / Description Affected Sections

Revision

50A Jira 20 Problems with table 5-31 (reserved ACPI table signatures) | Table 5-31

50A Jira 19 Clarify description of _BQC method B.5.4

50A Jira 18 Fix for EC OpRegion availability example 5.2.15

50A Jira 17 Clarify meaning of BGRT status field Table 5-97

50A Jira 16 Correction to _DSM example 9.14.1

50A Jira 15 Clarify _DSM backward compatibility requirement and 9.15.1
example

50A Jira 14 Description of _CPC is missing definition of unsupported 8.4.5.1
optional registers

50A Jira 13 Incorrect PLD name expansion Table 5-133, 6.1.8

50A Jira 12 PLD description needs clarification 6.1.8

50A Jira 11 Errata forwarded from HP 5.2.2456.5.3

50A Jira 10 More issues with ACPI table 5-133 Table 5-133

50A Jira 7 Error in QWordlO, ExtendedlO descriptions 19.5.41,19.5.101

50A Jira 6 Appendix A is now misnamed in ACPI 5.0 Appendix A

50A Jira 5 PARTIAL--Need group agreement--Method _GTS and 7.3,7.3.3,16.1, 16.1.6-7, fig. 7-
_BFS are unused, should be removed from ACPI spec. 204

50A Jira 4 Table 5-133 - issues with _Sx methods Table 5-133

50A Jira 3 Issues with predefined names table (table 5-133) Table 5-133

50A Jira 2 Description of new sleep control register incorrect Table 4-24

50A Jira 1 SystemCMOS keyword inconsistencies Table 5-114,5.5.2.4.1,6.5.4

19.,56.96, 9.15.1 - 2, 19.5.96,
20.2.5.2

5.0 Ptec-002 5.2.6

Dec. 2,

2011

5.0 MSFT-020 Enumeration Power Controls 7.2.7,7.212,

5.0 MSFT-019 GTDT table 5.2.24

5.0 MSFT_0018 Locking Targets from AML 575

5.0 MSFT-0017 PLD clarification for handhelf form factors 51.8

5.0 MSFT-0016 Extended GPIO-signaled Event Numbers 5.6.5.3

5.0 MSFT-0015 (0.1) D3 Cold Errata 7.2.1,7.2.18 through 7.2.22

5.0 MSFT-0014 5.2.23

5.0 MSFT-0013_ADR for SIO 6.2

5.0 MSFT-0012 ROM (Get ROM Data) 5.6.6,9.16
MSFT-010 Reserved Table Signatures 5.2.6

5.0 MSFT-0009 (0.4)TimeAndAlarmDevice Modification 9.18

5.0 MSFT-0008 Collaborative Processor Performance Control 8.45

5.0 MSFT-0007 Platform Communications Channel added (new ch. Ch 14 (new)
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ACPI Mantis Number / Description Affected Sections
Revision
5.0 MSFT-0007-0008 - (new) 14
Platform_Communication_Channel_and_CPPC_changes
5.0 MSFT-0006 SPB Abstraction 3.11.3,5.5.2.4.5.x,6.4.3.8.2,
6.5.8,18.1.3, 18.1.6, 18.1.7,
18.5.44,18.5x,19.2.5.2
5.0 MSFT-0005 GPIO Abstraction 5.5.2.4.x,5.6,5.6.5.x, 6.4.3,
6.3.8.x, 18.5.51, 18.5.52, 18.5.89
5.0 MSFT-0004 (0.2) Fixed DMA Descriptor 6.4.2.9, 18.5.50
5.0 MSFT-0003 Device identification 6.1,6.1.3,6.1.5,6.1.6,6.1.9
5.0 MSFT-0002 Interrupt Descriptors for Generic Interrupt Controller 5.2.11,5.2.14-15
5.0 MSFT-0001 HW-reduced ACPI 3.11.x,4,4.1x,4.3.7,5.2.9,
5.2.9.1,6.4.21,6.4.3.6,7.2.11,
7.34,96,12,12.1,12.6, 12.11,
12.11.1, 15, 15.1.x, 15.3,
15.3.1.x, 18.5.55, 18.5.57
5.0 INTC-0014 Remove a line (reference) not needed A23
5.0 INTC-0013
5.0 INTC-0012 fix AML opcode table 19.3
5.0 INTC-0011 fix table offsets 18.6.x (tables)
5.0 INTC-0010 Update Constant Descriptions 18.5.88,
18.5.89,18.5.104,18.5.136
5.0 INTC0009 RASF 5.2.20.x
5.0 INTC-008 5.2.6
5.0 INTC-006 Fixed Example 6.2.10.4
5.0 INTC-005 Update Package Description 18.5.92
5.0 INTC-004 Table Definition Language 20, 21.x
5.0 INTC-003 MPST 6.1,6.1.3,6.1.5,6.1.6,6.1.9
5.0 INTC-002 EINJ 17.6.1,17.6.3, 17.6.5
5.0 INTC-001 (0.8) Firmware Performance Data Table (FPDT) 5.2.20.4,5.2.20.6
5.0 INTC-001 Firmware Performance Data Table (FPDT) (0.4) 5.2.19-5.2.20.6
5.0 HP-0002 Additional Hardware Error Notification Types 18.3.2.7
5.0 HP-0001 (0.2) BMC Requested Graceful Shutdown 5.6.5,6.3.5
5.0 ACPI4.0 _DSM function O clarification 9.14.1
5.0 AMD-002 0.3 ROM (Get ROM Data) B.3.3
4.0a Errata corrected and clarifications added.
Apr. 2010 | Removed text concerning government requirement of mechanical | 2.2
off 5.2.6
Clarified URL update document, Corrected section references for
APIC, SLIT, SRAT in Table 5-5, Update URLs and reformated 52124
Table 5-6 5.2.18
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ACPI
Revision

Mantis Number / Description

Affected Sections

Removed “TODO” note. Updated example

Repaired diagram that would not display properly Figure 15-1
Corrected error conditions from “fatal” to “corrected

Corrected several incorrect section references, Clarified number
of Generic Error Data Entry structures is >=1 (not Zero)
Clarified number of Generic Error Data Entry structures is >=1
(not Zero)

Added new section clarifying SCI notification for generic error
sources

Added new section describing Firmware First error handling
Clarified purpose of the codes Table 17-17

Added reference to table of COMMAND_STATUS codes Table
17-23

Clarified purpose of the command status codes in Table 17-27
and the error type definitions in Table 17-28

Added _ATT resource descriptor field name

Clarified rules for Buffer vs. Integer return types from a field unit
Corrected section/page reference

10.4.1

10.5
15.1
17.1
17.3.1

17.3.2.6.1
17.3.2.6.2
17.4
17.5.11
17.6.1
17.6.3

18.1.8
18.5.44,89
18.5.101

4.0
June 2009

Major specification revision. Clock Domains, x2APIC Support,
Logical Processor Idling, Corrected Platform Error Polling Table,
Maximum System Characteristics Table, Power Metering and
Budgeting, IPMI Operation Region, USB3 Support in _PLD, Re-
evaluation of _PPC acknowledgement via _OST, Thermal Model
Enhancements, _OSC at\ SB, Wake Alarm Device, Battery
Related Extensions, Memory Bandwidth Monitoring and
Reporting, ACPI Hardware Error Interfaces, D3hot.

3.0b
Oct. 2006

Errata corrected and clarifications added.

3.0a
Dec. 2005

Errata corrected and clarifications added.

3.0
Sept. 2004

Major specification revision. General configuration
enhancements. Inter-Processor power, performance, and
throttling state dependency support added. Support for > 256
processors added. NUMA Distancing support added. PCI
Express support added. SATA support added. Ambient Light
Sensor and User Presence device support added. Thermal model
extended beyond processor-centric support.

2.0c
Aug. 2003

Errata corrected and clarifications added.

2.0b
Oct. 2002

Errata corrected and clarifications added.

2.0a
Mar. 2002

Errata corrected and clarifications added. ACPI 2.0 Errata
Document Revision 1.0 through 1.5 integrated.
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ACPI
Revision

Mantis Number / Description

Affected Sections

ACPI 2.0
Errata
Doc. Rev.
1.5

Errata corrected and clarifications added.

ACPI 2.0
Errata
Doc. Rev.
1.4

Errata corrected and clarifications added.

ACPI 2.0
Errata
Doc. Rev.
1.3

Errata corrected and clarifications added.

ACPI 2.0
Errata
Doc. Rev.
1.2

Errata corrected and clarifications added.

ACPI 2.0
Errata
Doc. Rev.
1.1

Errata corrected and clarifications added.

ACPI 2.0
Errata
Doc. Rev.
1.0

Errata corrected and clarifications added.

2.0
Aug. 2000

Major specification revision. 64-bit addressing support added.
Processor and device performance state support added.
Numerous multiprocessor workstation and server-related
enhancements. Consistency and readability enhancements
throughout.

1.0b
Feb. 1999

Errata corrected and clarifications added. New interfaces added.

1.0a
Jul. 1998

Errata corrected and clarifications added. New interfaces added.

1.0
Dec. 1996

Original Release.
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Overview

This chapter provides a high-level overview of the Advanced Configuration and Power Interface (ACPI). To
make it easier to understand ACPI, this section focuses on broad and general statements about ACPI and
does not discuss every possible exception or detail about ACPI. The rest of the ACPI specification provides
much greater detail about the inner workings of ACPI than is discussed here, and is recommended
reading for developers using ACPI.

History of ACPI

ACPI was developed through collaboration between Intel, Microsoft*, Toshiba*, HP*, and Phoenix* in
the mid-1990s. Before the development of ACPI, operating systems (OS) primarily used BIOS (Basic Input/
Output System) interfaces for power management and device discovery and configuration. This power
management approach used the OS’s ability to call the system BIOS natively for power management. The
BIOS was also used to discover system devices and load drivers based on probing input/output (1/0) and
attempting to match the correct driver to the correct device (plug and play). The location of devices could
also be hard coded within the BIOS because the platform itself was non-enumerable.

These solutions were problematic in three key ways. First, the behavior of OS applications could be
negatively affected by the BIOS-configured power management settings, causing systems to go to sleep
during presentations or other inconvenient times. Second, the power management interface was
proprietary on each system. This required developers to learn how to configure power management for
each individual system. Finally, the default settings for various devices could also conflict with each other,
causing devices to crash, behave erratically, or become undiscoverable.

ACPI was developed to solve these problems and others.

What is ACPI?

ACPI can first be understood as an architecture-independent power management and configuration
framework that forms a subsystem within the host OS. This framework establishes a hardware register
set to define power states (sleep, hibernate, wake, etc). The hardware register set can accommodate
operations on dedicated hardware and general purpose hardware.
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The primary intention of the standard ACPI framework and the hardware register set is to enable power
management and system configuration without directly calling firmware natively from the OS. ACPI
serves as an interface layer between the system firmware (BIOS) and the OS, as shown in Figure 0-1 and
Figure 0-2, with certain restrictions and rules.

Operating System

The ACPI subsystem is an
interface layer between the
ACPI subsystem System firmware and the OS.

C The arrows indicate data flow.

System firmware

Figure 0-1 ACPI overview

Fundamentally, ACPI defines two types of data structures that are shared between the system firmware
and the OS: data tables and definition blocks. These data structures are the primary communication
mechanism between the firmware and the OS. Data tables store raw data and are consumed by device
drivers. Definition blocks consist of byte code that is executable by an interpreter.

The ACPI subsystem consists of
two types of data structures:
data tables and definition blocks.

0s

Upon initialization, the AML
interpreter extracts the byte
code in the definition blocks as
enumerable objects.

v ¥ This collection of enumerable

AML interpreter objects forms the OS construct
called the ACPI hamespdce.

e Objects can either have a
5 Y directly defined value or must be

evaluated and interpreted by
the AML interpreter.

The AML interpreter, directed by
the 0S, evaluates objects and

ACPI | subsystem

Data Tables Definition blocks

¥ interfaces with system hardware
to perform necessa
System hardware b i v
operations.

Figure 0-2 ACPI structure
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This definition block byte code is compiled from the ACPI Source Language (ASL) code. ASL is the
language used to define ACPI objects and to write control methods. An ASL compiler translates ASL into
ACPI Machine Language (AML) byte code. AML is the language processed by the AML interpreter, as
shown in Figure 0-3.

ASL code ACPI Source Langauge (ASL) code is
used to define objects and control
methods.

Y The ASL compiler translates ASL into
- | ACPI Machine Language (AML) byte
B code contained within the ACPI
definition blocks.
Y

Definition block Gi :
i e Definition blocks consist of an

. . identifying table header and byte
i Lot s code thatis executable by an AML
I interpreter.
|
Y

AML interpreter

Figure 0-3 ASL and AML

The AML interpreter executes byte code and evaluates objects in the definition blocks to allow the byte
code to perform loop constructs, conditional evaluations, access defined address spaces, and perform
other operations that applications require. The AML interpreter has read/write access to defined address
spaces, including system memory, 1/0O, PCI configuration, and more. It accesses these address spaces by
defining entry points called objects. Objects can either have a directly defined value or else must be
evaluated and interpreted by the AML interpreter.

This collection of enumerable objects is an OS construct called the ACPl namespace. The namespace is a
hierarchical representation of the ACPI devices on a system. The system bus is the root of enumeration
for these ACPI devices. Devices that are enumerable on other buses, like PCI or USB devices, are usually
not enumerated in the namespace. Instead, their own buses enumerate the devices and load their
drivers. However, all enumerable buses have an encoding technique that allows ACPI to encode the bus-
specific addresses of the devices so they can be found in ACPI, even though ACPI usually does not load
drivers for these devices.
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Generally, devices that have a _HID object (hardware identification object) are enumerated and have
their drivers loaded by ACPI. Devices that have an _ADR object (physical address object) are usually not
enumerated by ACPI and generally do not have their drivers loaded by ACPI. _ADR devices usually can
perform all necessary functions without involving ACPI, but in cases where the device driver cannot
perform a function, or if the driver needs to communicate to system firmware, ACPI can evaluate objects
to perform the needed function.

As an example of this, PCl does not support native hotplug. However, PCl can use ACPI to evaluate
objects and define methods that allow ACPI to fill in the functions necessary to perform hotplug on PCI.

An additional aspect of ACPI is a runtime model that handles any ACPI interrupt events that occur during
system operation. ACPI continues to evaluate objects as necessary to handle these events. This interrupt-
based runtime model is discussed in greater detail in the Runtime model section below.

ACPI Initialization

The best way to understand how ACPI works is chronologically. The moment the user powers up the
system, the system firmware completes its setup, initialization, and self tests.

The system firmware then uses information obtained during firmware initialization to update the ACPI
tables as necessary with various platform configurations and power interface data, before passing
control to the bootstrap loader. The extended root system description table (XSDT) is the first table used
by the ACPI subsystem and contains the addresses of most of the other ACPI tables on the system. The
XSDT points to the fixed ACPI description table (FADT) as well as other major tables that the OS processes
during initialization. After the OS initializes, the FADT directs the ACPI subsystem to the differentiated
system description table (DSDT), which is the beginning of the namespace because it is the first table that
contains a definition block.

The ACPI subsystem then processes the DSDT and begins building the namespace from the ACPI
definition blocks. The XSDT also points to the secondary system description tables (SSDTs) and adds them
to the namespace. The ACPI data tables give the OS raw data about the system hardware.

After the OS has built the namespace from the ACPI tables, it begins traversing the namespace and
loading device drivers for all the _HID devices it encounters in the namespace.
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System firmware updates the
ACPl tables as necessary with
System firmware information only available at
runtime before handing off
control to the boostrap loader.

h 4 The XSDT is the first table used
XSDT by the 0S’s ACPI subsystem and
contains the addresses of most
of the other ACPI tables on the
system.

v v v

FADT SSDTs “ Major ACPl tables

the §5DTs, and other major ACP!
tables.

H The XSDT points to the FADT,

Y The FADT directs the ACPI
subsystem to the DSDT, which is the
beginning of the namespace by
virtue of being the first table that
contains a definition block.

DSDT

h 4 The ACPI subsystem then
consumes the DSDT and begins
building the ACPI namespace
from the definition blocks. The
XSDT also points to the SSDTs
and adds them to the
namespace.

ACPI namespace

Figure 0-4 ACPI initialization

Runtime Model

After the system is up and running, ACPI works with the OS to handle any ACPI events that occur via an
interrupt. This interrupt invokes ACPI events in one of two general ways: fixed events and general
purpose events (GPEs).

Fixed events are ACPI events that have a predefined meaning in the ACPI specification. These fixed events
include actions like pressing the power button or ACPI timer overflows. These events are handled directly
by the OS handlers.

GPEs are ACPI events that are not predefined by the ACPI specification. These events are usually handled
by evaluating control methods, which are objects in the namespace and can access system hardware.
When the ACPI subsystem evaluates the control method with the AML interpreter, the GPE object
handles the events according to the OS’s implementation. Typically this might involve issuing a
notification to a device to invoke the device driver to perform a function.

We discuss a generic example of this runtime model in the next section.
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Thermal Event Example

ACPl includes a thermal model to allow systems to control the system temperature either actively (by
performing actions like turning a fan on) or passively by reducing the amount of power the system uses
(by performing actions like throttling the processor). We can use an example of a generic thermal event
shown in Figure 5 to demonstrate how the ACPI runtime model works.

When the system initially finds a

Thermal zone [1] thermal zone [1] in the namespace,

. i Temperature and it loads the thermal zone handlerto
Example trip point 5 : :
various trip points evaluate the thermal zone to
_______________________________ determine the femperature and trip
points.
v
Thermal zone GPE When the temperature reachesa
121 trip point during runtime, a general

purpose event [2] occurs.

(4] 7
The thermal zone event causes an
mtemupt[3] interrupt [3] to occur.
[51
When the OS receives the interrupt,
ACH e pate the handler searches the
L Various ACPI namespace for the control method
objects object [4] corresponding to the GPE
interrupt. Upon finding it, the
handler evaluates that object.
Read temperature, turn on fans, reduce device ” The thermal zone handlerthen
performance, etc. takes whatever actions are

necessary to handle the event [5].

Figure 0-5 Runtime thermal event

The ACPI thermal zone includes control methods to read the current system temperature and trip points.

When the OS initially finds a thermal zone in the namespace, it loads the thermal zone driver, which
evaluates the thermal zone to obtain the current temperature and trip points.

When a system component heats up enough to trigger a trip point, a thermal zone GPE occurs.

The GPE causes an interrupt to occur. When the ACPI subsystem receives the interrupt, it first checks
whether any fixed events have occurred. In this example, the thermal zone event is a GPE, so no fixed
event hasoccurred.
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The ACPI subsystem then searches the namespace for the control method that matches the GPE number
of the interrupt. Upon finding it, the ACPI subsystem evaluates the control method, which might then
access hardware and/or notify the thermal zone handler.

The operating system’s thermal zone handler then takes whatever actionsare necessary to handle the
event, including possibly accessinghardware.

ACPI is a very robust interface implementation. The thermal zone trip point could notify the system to
turn on a fan, reduce a device’s performance, read the temperature, shut down the system, or any
combination of these and other actions depending on the need.

This runtime model is used throughout the system to manage all of the ACPI events that occur during
system operation.

Summary

ACPI can best be described as a framework of concepts and interfaces that are implemented to form a
subsystem within the host OS. The ACPI tables, handlers, interpreter, namespace, events, and interrupt
model together form this implementation of ACPI, creating the ACPI subsystem within the host OS. In this
sense, ACPI is the interface between the system hardware/firmware and the OS and OS applications for
configuration and power management. This gives various OS a standardized way to support power
management and configuration via the ACPl namespace.

The ACPI namespace is the enumerable, hierarchical representation of all ACPI devices on the system and
is used to both find and load drivers for ACPI devices on the system. The namespace can be dynamic by
evaluating objects and sending interrupts in real time, all without the need for the OS to call native
system firmware code. This enables device manufacturers to code their own instructions and events into
devices. It also reduces incompatibility and instability by implementing a standardized power
management interface.
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1 Introduction

The Advanced Configuration and Power Interface (ACPI) specification was developed to establish industry
common interfaces enabling robust operating system (OS)-directed motherboard device configuration
and power management of both devices and entire systems. ACPI is the key element in Operating
System-directed configuration and Power Management (OSPM).

ACPI evolved the existing pre-ACPI collection of power management BIOS code, Advanced Power
Management (APM) application programming interfaces (APls, PNPBIOS APIls, Multiprocessor
Specification (MPS) tables and so on into a well-defined power management and configuration interface
specification. ACPI provides the means for an orderly transition from existing (legacy) hardware to ACPI
hardware, and it allows for both ACPI and legacy mechanisms to exist in a single machine and to be used
as needed.

Further, system architectures being built at the time of the original ACPI specification’s inception,
stretched the limits of historical “Plug and Play” interfaces. ACPI evolved existing motherboard
configuration interfaces to support advanced architectures in a more robust, and potentially more
efficient manner.

The interfaces and OSPM concepts defined within this specification are suitable to all classes of
computers including (but not limited to) desktop, mobile, workstation, and server machines. From a
power management perspective, OSPM/ACPI promotes the concept that systems should conserve
energy by transitioning unused devices into lower power states including placing the entire system in a
low-power state (sleeping state) when possible.

This document describes ACPI hardware interfaces, ACPI software interfaces and ACPI data structures
that, when implemented, enable support for robust OS-directed configuration and power management
(OSPM).

1.1 Principal Goals

ACPI is the key element in implementing OSPM. ACPI-defined interfaces are intended for wide adoption
to encourage hardware and software vendors to build ACPI-compatible (and, thus, OSPM-compatible)
implementations.

The principal goals of ACPl and OSPM are to:
1. Enable all computer systems to implement motherboard configuration and power
management functions, using appropriate cost/function tradeoffs.

e Computer systems include (but are not limited to) desktop, mobile, workstation, and
server machines.

¢ Machine implementers have the freedom to implement a wide range of solutions, from
the very simple to the very aggressive, while still maintaining full OS support.

e Wide implementation of power management will make it practical and compelling for
applications to support and exploit it. It will make new uses of PCs practical and existing
uses of PCs more economical.

2. Enhance power management functionality and robustness.
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3.

Power management policies too complicated to implement in platform firmware can be
implemented and supported in the OS, allowing inexpensive power managed hardware to
support very elaborate power management policies.

Gathering power management information from users, applications, and the hardware
together into the OS will enable better power management decisions and execution.

Unification of power management algorithms in the OS will reduce conflicts between the
firmware and OS and will enhance reliability.

Facilitate and accelerate industry-wide implementation of power management.

OSPM and ACPI reduces the amount of redundant investment in power management
throughout the industry, as this investment and function will be gathered into the OS. This
will allow industry participants to focus their efforts and investments on innovation rather
than simple parity.

The OS can evolve independently of the hardware, allowing all ACPI-compatible machines
to gain the benefits of OS improvements and innovations.

4. Create a robust interface for configuring motherboard devices.

Enable new advanced designs not possible with existing interfaces.

1.2 Power Management Rationale

It is necessary to move power management into the OS and to use an abstract interface (ACPI) between
the OS and the hardware to achieve the principal goals set forth above.

Minimal support for power management inhibits application vendors from supporting or
exploiting it.

Moving power management functionality into the OS makes it available on every machine
on which the OS is installed. The level of functionality (power savings, and so on) varies
from machine to machine, but users and applications will see the same power interfaces
and semantics on all OSPM machines.

This will enable application vendors to invest in adding power management functionality to
their products.

Legacy power management algorithms were restricted by the information available to the
platform firmware that implemented them. This limited the functionality that could be
implemented.

Centralizing power management information and directives from the user, applications,
and hardware in the OS allows the implementation of more powerful functionality. For
example, an OS can have a policy of dividing I/O operations into normal and lazy. Lazy I/O
operations (such as a word processor saving files in the background) would be gathered up
into clumps and done only when the required I/O device is powered up for some other
reason. A non-lazy /0 request made when the required device was powered down would
cause the device to be powered up immediately, the non-lazy 1/O request to be carried
out, and any pending lazy 1/O operations to be done. Such a policy requires knowing when
I/0 devices are powered up, knowing which application I/O requests are lazy, and being
able to assure that such lazy 1/0 operations do not starve.

Appliance functions, such as answering machines, require globally coherent power
decisions. For example, a telephone-answering application could call the OS and assert,
am waiting for incoming phone calls; any sleep state the system enters must allow me to

llI
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wake and answer the telephone in 1 second.” Then, when the user presses the “off”
button, the system would pick the deepest sleep state consistent with the needs of the
phone answering service.

Platform firmware has become very complex to deal with power management. It is difficult to
make work with an OS and is limited to static configurations of the hardware.

e There is much less state information for the platform firmware to retain and manage
(because the OS manages it).

e Power management algorithms are unified in the OS, yielding much better integration
between the OS and the hardware.

e Because additional ACPI tables (Definition Blocks) can be loaded, for example, when a
mobile system docks, the OS can deal with dynamic machine configurations.

e Because the platform firmware has fewer functions and they are simpler, it is much easier
(and therefore cheaper) to implement and support.

The existing structure of the PC platform constrains OS and hardware designs.

Because ACPI is abstract, the OS can evolve separately from the hardware and, likewise, the

hardware from the OS.

ACPI is by nature more portable across operating systems and processors. ACPI control

methods allow for very flexible implementations of particular features.

1.3 Legacy Support

ACPI provides support for an orderly transition from legacy hardware to ACPI hardware, and allows for
both mechanisms to exist in a single machine and be used as needed.

Table 1-1 Hardware Type vs. OS Type Interaction

Hardware\OS Legacy OS ACPI OS with OSPM
Legacy hardware A legacy OS on legacy hardware | If the OS lacks legacy support, legacy

does what it always did. support is completely contained within
the hardware functions.

Legacy and ACPI It works just like a legacy OS on During boot, the OS tells the hardware to
hardware support in legacy hardware. switch from legacy to OSPM/ACPI mode
machine and from then on, the system has full

OSPM/ACPI support.

ACPl-only hardware There is no power management. | There is full OSPM/ACPI support.

1.4 OEM Implementation Strategy

Any OEM is, as always, free to build hardware as they see fit. Given the existence of the ACPI
specification, two general implementation strategies are possible:

An original equipment manufacturer (OEM) can adopt the OS vendor-provided ACPlI OSPM
software and implement the hardware part of the ACPI specification (for a given platform) in
one of many possible ways.

An OEM can develop a driver and hardware that are not ACPl-compatible. This strategy opens
up even more hardware implementation possibilities. However, OEMs who implement
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hardware that is OSPM-compatible but not ACPIl-compatible will bear the cost of developing,
testing, and distributing drivers for their implementation.

1.5 Power and Sleep Buttons

OSPM provides a new appliance interface to consumers. In particular, it provides for a sleep button that
is a “soft” button that does not turn the machine physically off but signals the OS to put the machine in a
soft off or sleeping state. ACPI defines two types of these “soft” buttons: one for putting the machine to
sleep and one for putting the machine in soft off.

This gives the OEM two different ways to implement machines: A one-button model or a two-button
model. The one-button model has a single button that can be used as a power button or a sleep button as
determined by user settings. The two-button model has an easily accessible sleep button and a separate
power button. In either model, an override feature that forces the machine to the soft-off state without
OSPM interaction is also needed to deal with various rare, but problematic, situations.

1.6 ACPI Specification and the Structure of ACPI

This specification defines ACPI hardware interfaces, ACPI software interfaces and ACPI data structures.
This specification also defines the semantics of these interfaces.

Figure 1-6 lays out the software and hardware components relevant to OSPM/ACPI and how they relate
to each other. This specification describes the interfaces between components, the contents of the ACPI
System Description Tables, and the related semantics of the other ACPI components. Notice that the ACPI
System Description Tables, which describe a particular platform’s hardware, are at heart of the ACPI
implementation and the role of the ACPI System Firmware is primarily to supply the ACPI Tables (rather
than a native instruction API).

ACPI is not a software specification; it is not a hardware specification, although it addresses both
software and hardware and how they must behave. ACPI is, instead, an interface specification comprised
of both software and hardware elements.
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Figure 1-6 OSPM/ACPI Global System

There are three run-time components to ACPI:

ACPI System Description Tables

Describe the interfaces to the hardware. Some descriptions limit what can be built (for example,
some controls are embedded in fixed blocks of registers and the table specifies the address of the
register block). Most descriptions allow the hardware to be built in arbitrary ways and can
describe arbitrary operation sequences needed to make the hardware function. ACPI Tables
containing “Definition Blocks” can make use of a pseudo-code type of language, the
interpretation of which is performed by the OS. That is, OSPM contains and uses an interpreter
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that executes procedures encoded in the pseudo-code language and stored in the ACPI tables
containing “Definition Blocks.” The pseudo-code language, known as ACPl Machine Language
(AML), is a compact, tokenized, abstract type of machine language.

ACPI Registers.

The constrained part of the hardware interface, described (at least in location) by the ACPI
System Description Tables.

ACPI Platform Firmware.

Refers to the portion of the firmware that is compatible with the ACPI specifications. Typically,
this is the code that boots the machine (as legacy BIOSs have done) and implements interfaces
for sleep, wake, and some restart operations. It is called rarely, compared to a legacy BIOS. The
ACPI Description Tables are also provided by the ACPI Platform Firmware.

1.7 OS and Platform Compliance

The ACPI specification contains only interface specifications. ACPI does not contain any platform
compliance requirements. The following sections provide guidelines for class specific platform
implementations that reference ACPI-defined interfaces and guidelines for enhancements that operating
systems may require to completely support OSPM/ACPI. The minimum feature implementation
requirements of an ACPl-compatible OS are also provided.

1.7.1 Platform Implementations of ACPI-defined Interfaces

System platforms implement ACPI-defined hardware interfaces via the platform hardware and ACPI-
defined software interfaces and system description tables via the ACPI system firmware. Specific ACPI-
defined interfaces and OSPM concepts while appropriate for one class of machine (for example, a mobile
system), may not be appropriate for another class of machine (for example, a multi-domain enterprise
server). It is beyond the capability and scope of this specification to specify all platform classes and the
appropriate ACPI-defined interfaces that should be required for the platform class.

Platform design guide authors are encouraged to require the appropriate ACPIl-defined interfaces and
hardware requirements suitable to the particular system platform class addressed in a particular design
guide. Platform design guides should not define alternative interfaces that provide similar functionality to
those defined in the ACPI specification.

1.7.1.1 Recommended Features and Interface Descriptions for Design Guides

Common description text and category names should be used in design guides to describe all features,
concepts, and interfaces defined by the ACPI specification as requirements for a platform class. Listed
below is the recommended set of high-level text and category names to be used to describe the features,
concepts, and interfaces defined by ACPI.

Note: Where definitions or relational requirements of interfaces are localized to a specific section, the
section number is provided. The interface definitions and relational requirements of the interfaces
specified below are generally spread throughout the ACPI specification. The ACPI specification
defines:

e System address map reporting interfaces (Section 14)
e ACPI System Description Tables (Section 5.2):
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e Root System Description Pointer (RSDP)

e System Description Table Header

e Root System Description Table (RSDT)

e Fixed ACPI Description Table (FADT)

e Firmware ACPI Control Structure (FACS)

e Differentiated System Description Table (DSDT)

e Secondary System Description Table (SSDT)

e Multiple APIC Description Table (MADT)

e Smart Battery Table (SBST)

e Extended System Description Table (XSDT)

e Embedded Controller Boot Resources Table (ECDT)

e System Resource Affinity Table (SRAT)

e System Locality Information Table (SLIT)

e Corrected Platform Error Polling Table (CPEP)

¢ Maximum System Characteristics Table (MSCT)

e ACPI RAS FeatureTable (RASF)

e Memory Power StateTable (MPST)

¢ Platform Memory Topology Table (PMTT)

e Boot Graphics Resource Table (BGRT)

e Firmware Performance Data Table (FPDT)

e Generic Timer Description Table (GTDT)

e ACPI-defined Fixed Registers Interfaces (Section 4, Section 5.2.9):

e Power management timer control/status

e Power or sleep button with S5 override (also possible in generic space)

e Real time clock wakeup alarm control/status

e SCI /SMI routing control/status for Power Management and General-purpose events

e System power state controls (sleeping/wake control) (Section 7)

e Processor power state control (c states) (Section 8)

e Processor throttling control/status (Section 8)

e Processor performance state control/status (Section 8)

e General-purpose event control/status

e Global Lock control/status

e System Reset control (Section 4.7.3.6)

e Embedded Controller control/status (Section 12)

e SMBus Host Controller (HC) control/status (Section 13)

e Smart Battery Subsystem (Section 10.1)

e ACPI-defined Generic Register Interfaces and object definitions in the ACPI Namespace
(Section 4.2, Section 5.6.5):

e General-purpose event processing

e Motherboard device identification, configuration, and insertion/removal (Section 6)

e Thermal zones (Section 11)

e Power resource control (Section 7.1)

e Device power state control (Section 7.2)

e System power state control (Section 7.3)

e System indicators (Section 9.1)
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¢ Devices and device controls (Section 9):
— Processor (Section 8)
— Control Method Battery (Section 10)
— Smart Battery Subsystem (Section 10)
— Mobile Lid
— Power or sleep button with S5 override (also possible in fixed space)
— Embedded controller (Section 12)
— Fan
— Generic Bus Bridge
— ATA Controller
— Floppy Controller
— GPE Block
— Module
— Memory
e Global Lock related interfaces
e ACPI Event programming model (Section 5.6)
e ACPI-defined Platform Firmware Responsibilities (Section 15)
e ACPI-defined State Definitions (Section 2):
— Global system power states (G-states, SO, S5)
— System sleeping states (S-states S1-S4) (Section 15)
— Device power states (D-states (Appendix B))
— Processor power states (C-states) (Section 8)
— Device and processor performance states (P-states) (Section 3, Section 8)

1.7.1.2 Terminology Examples for Design Guides

The following example shows how a client platform design guide could use the recommended
terminology to define ACPI requirements, with a goal of requiring robust configuration and power
management for the system class.

Note: This example is provided as a guideline for how ACPI terminology can be used. It should not be
interpreted as a statement of ACPI requirements.

Platforms compliant with this platform design guide must implement the following ACPI defined system
features, concepts, and interfaces, along with their associated event models:

e System address map reporting interfaces

e ACPI System Description Tables provided in the system firmware

e ACPI-defined Fixed Registers Interfaces:

¢ Power management timer control/status

e Power or sleep button with S5 override (may also be implemented in generic register space)

e Real time clock wakeup alarm control/status

e General-purpose event control/status

e SCI /SMI routing control/status for Power Management and General-purpose events

¢ (control required only if system supports legacy mode)

e System power state controls (sleeping/wake control)

e Processor power state control (for C1)
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¢ Global Lock control/status (if Global Lock interfaces are required by the system)

e ACPI-defined Generic Register Interfaces and object definitions in the ACPI Namespace:
— General-purpose event processing
— Motherboard device identification, configuration, and insertion/removal (Section 6)
— System power state control ( Section 7.3)
— Devices and device controls:
Processor
Control Method Battery (or Smart Battery Subsystem on a mobile system)
Smart Battery Subsystem (or Control Method Battery on a mobile system)
Power or sleep button with S5 override (may also be implemented in fixed register
space)
— Global Lock related interfaces when a logical register in the hardware is shared between OS
and firmware environments
e ACPI Event programming model (Section 5.6)
e ACPI-defined Platform Firmware Responsibilities (Section 15)
e ACPI-defined State Definitions:

— System sleeping states (At least one system sleeping state, S1-S4, must be implemented)

— Device power states (D-states must be implemented in accordance with device class
specifications)

— Processor power states (All processors must support the C1 Power State)

The following example shows how a design guide could use the recommended terminology to define
ACPI related requirements for systems that execute multiple OS instances, with a goal of requiring robust
configuration and continuous availability for the system class.

Note: This example is provided as a guideline for how ACPI terminology can be used. It should not be
interpreted as a statement of ACPI requirements.

Platforms compliant with this platform design guide must implement the following ACPI defined system
features and interfaces, along with their associated event models:

e System address map reporting interfaces

e ACPI System Description Tables provided in the system firmware

¢ ACPI-defined Fixed Registers Interfaces:

¢ Power management timer control/status

e General-purpose event control/status

e SCI /SMI routing control/status for Power Management and General-purpose events

e (control required only if system supports legacy mode)

e System power state controls (sleeping/wake control)

e Processor power state control (for C1)

e Global Lock control/status (if Global Lock interfaces are required by the system)

e ACPI-defined Generic Register Interfaces and object definitions in the ACPI Namespace:
— General-purpose event processing
— Motherboard device identification, configuration, and insertion/removal (Section 6)
— System power state control (Section 7.3)
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— System indicators
— Devices and device controls:

Processor
¢ Global Lock related interfaces when a logical register in the hardware is shared between OS

and firmware environments
e ACPI Event programming model ( Section 5.6)
e ACPI-defined Platform Firmware Responsibilities (Section 15)
e ACPI-defined State Definitions:
Processor power states (All processors must support the C1 Power State)

1.7.2 OSPM Implementations

0OS enhancements are needed to support ACPI-defined features, concepts, and interfaces, along with
their associated event models appropriate to the system platform class upon which the OS executes. This
is the implementation of OSPM. The following outlines the OS enhancements and elements necessary to
support all ACPI-defined interfaces. To support ACPI through the implementation of OSPM, the OS needs
to be modified to:

e Use system address map reporting interfaces.

¢ Find and consume the ACPI System Description Tables.

¢ Interpret ACPI machine language (AML).

e Enumerate and configure motherboard devices described in the ACPI Namespace.

¢ Interface with the power management timer.

¢ Interface with the real-time clock wake alarm.

e Enter ACPI mode (on legacy hardware systems).

¢ Implement device power management policy.

¢ Implement power resource management.

¢ Implement processor power states in the scheduler idle handlers.

e Control processor and device performance states.

¢ Implement the ACPI thermal model.

e Support the ACPI Event programming model including handling SCl interrupts, managing fixed
events, general-purpose events, embedded controller interrupts, and dynamic device support.

e Support acquisition and release of the Global Lock.

e Use the reset register to reset the system.

¢ Provide APIs to influence power management policy.

¢ Implement driver support for ACPI-defined devices.

¢ Implement APIs supporting the system indicators.

e Support all system states S1-S5.

1.7.3 OS Requirements
The following list describes the minimum requirements for an OSPM/ACPI-compatible OS:
e Use system address map reporting interfaces to get the system address map on Intel
Architecture (lA) platforms:

e INT 15H, E820H - Query System Address Map interface (see Section 15,“System Address
Map Interfaces”)

e EFlI GetMemoryMap() Boot Services Function (see Section 15, “System Address Map
Interfaces”)
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Find and consume the ACPI System Description Tables (see Section 5, “ACPI Software
Programming Model”).

Implementation of an AML interpreter supporting all defined AML grammar elements (see
Section 20, ACPI Machine Language Specification”).

Support for the ACPI Event programming model including handling SCI interrupts, managing
fixed events, general-purpose events, embedded controller interrupts, and dynamic device
support.

Enumerate and configure motherboard devices described in the ACPI Namespace.
Implement support for the following ACPI devices defined within this specification:

e Embedded Controller Device (see Section 12, “ACPI Embedded Controller Interface
Specification”)

e GPE Block Device (see Section 9.11, “GPE Block Device”)

¢ Module Device (see Section 9.12, “Module Device”)

Implementation of the ACPI thermal model (see Section 11, “Thermal Management”).
Support acquisition and release of the Global Lock.

OS-directed power management support (device drivers are responsible for maintaining device
context as described by the Device Power Management Class Specifications described in
Section A).

1.8 Target Audience

This specification is intended for the following users:

OEMs building hardware containing ACPI-compatible interfaces
Operating system and device driver developers

All platform system firmware developers

CPU and chip set vendors

Peripheral vendors

1.9 Document Organization

The ACPI specification document is organized into the following four parts:

The first part of the specification (sections 1 through 3) introduces ACPI and provides an
executive overview.

The second part (sections 4 and 5) defines the ACPI hardware and software programming
models.

The third part (sections 6 through 17) specifies the ACPl implementation details; this part of
the specification is primarily for developers.

The fourth part (sections 18 and 19) is technical reference material; section 18 is the ACPI
Source Language (ASL) reference, parts of which are referred to by most of the other sections
in the document.

Appendices contain device class specifications, describing power management characteristics
of specific classes of devices, and device class-specific ACPI interfaces.
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1.9.1 ACPI Introduction and Overview
The first three sections of the specification provide an executive overview of ACPI.
Section 1: Introduction.

Discusses the purpose and goals of the specification, presents an overview of the ACPI-
compatible system architecture, specifies the minimum requirements for an ACPl-compatible
system, and provides references to related specifications.

Section 2: Definition of Terms.

Defines the key terminology used in this specification. In particular, the global system states
(Mechanical Off, Soft Off, Sleeping, Working, and Non-Volatile Sleep) are defined in this section,
along with the device power state definitions: Off (D3), D3hot, D2, D1, and Fully-On (DO). Device
and processor performance states (PO, P1, ...Pn) are also discussed.

Section 3: ACPI Overview.

Gives an overview of the ACPI specification in terms of the functional areas covered by the
specification: system power management, device power management, processor power
management, Plug and Play, handling of system events, battery management, and thermal
management.

1.9.2 Programming Models

Sections 4 and 5 define the ACPI hardware and software programming models. This part of the
specification is primarily for system designers, developers, and project managers.

All of the implementation-oriented, reference, and platform example sections of the specification that
follow (all the rest of the sections of the specification) are based on the models defined in sections 4 and
5. These sections are the heart of the ACPI specification. There are extensive cross-references between
the two sections.

Section 4: ACPI Hardware Specification.
Defines a set of hardware interfaces that meet the goals of this specification.
Section 5: ACPI Software Programming Model.

Defines a set of software interfaces that meet the goals of this specification.

1.9.3 Implementation Details

The third part of the specification defines the implementation details necessary to actually build
components that work on an ACPIl-compatible platform. This part of the specification is primarily for
developers.

Section 6: Configuration.

Defines the reserved Plug and Play objects used to configure and assign resources to devices, and
share resources and the reserved objects used to track device insertion and removal. Also defines
the format of ACPIl-compatible resource descriptors.
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Section 7: Power and Performance Management.

Defines the reserved device power-management objects and the reserved-system power-
management objects.

Section 8: Processor Configuration and Control.

Defines how the OS manages the processors’ power consumption and other controls while the
system is in the working state.

Section 9: ACPI-Specific Device Objects.

Lists the integrated devices that need support for some device-specific ACPI controls, along with
the device-specific ACPI controls that can be provided. Most device objects are controlled
through generic objects and control methods and have generic device IDs; this section discusses
the exceptions.

Section 10: Power Source Devices.
Defines the reserved battery device and AC adapter objects.
Section 11: Thermal Management.
Defines the reserved thermal management objects.
Section 12: ACPlI Embedded Controller Interface Specification.
Defines the interfaces between an ACPI-compatible OS and an embedded controller.
Section 13: ACPI System Management Bus Interface Specification.

Defines the interfaces between an ACPI-compatible OS and a System Management Bus (SMBus)
host controller.

Section 14: Platform Communications Channel.

Explains the generic mechanism for OSPM to communicate with an entity in the platform
defines a new address space type

Section 15: System Address Map Interfaces.

Explains the special INT 15 call for use in ISA/EISA/PCI bus-based systems. This call supplies the
OS with a clean memory map indicating address ranges that are reserved and ranges that are
available on the motherboard. UEFI-based memory address map reporting interfaces are also
described.

Section 16: Waking and Sleeping.

Defines in detail the transitions between system working and sleeping states and their
relationship to wake events. Refers to the reserved objects defined in sections 6, 7, and 8.

Section 17: Non-Uniform Memory Access (NUMA) Architecture Platforms.

Discusses in detail how ACPI define interfaces can be used to describe a NUMA architecture
platform. Refers to the reserved objects defined in sections 5, 6, 8, and 9.
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Section 18: ACPI Platform Error Interfaces.

Defines interfaces that enable OSPM to processes different types of hardware error events that
are detected by platform-based error detection hardware.

1.9.4 Technical Reference
The fourth part of the specification contains reference material for developers.
Section 19: ACPI Source Language Reference.

Defines the syntax of all the ASL statements that can be used to write ACPI control methods,
along with example syntax usage.

Section 20: ACPI Machine Language Specification.

Defines the grammar of the language of the ACPI virtual machine language. An ASL translator
(compiler) outputs AML.

Section 21: ACPI Data Tables and Table Language Definition.

Describes a simple language (the Table Definition Language or TDL) that can be used to generate
any ACPI data table.

Appendix A: Device class specifications.
Describes device-specific power management behavior on a per device-class basis.
Appendix B: Video Extensions.

Contains video device class-specific ACPI interfaces.

1.10 Related Documents

Power management and Plug and Play specifications for legacy hardware platforms are the following,
available from “Links to ACPI-Related Documents” (http://uefi.org/acpi) under the heading "Legacy PNP
Guidelines".

e Advanced Power Management (APM) BIOS Specification, Revision 1.2.
e Plug and Play BIOS Specification, Version 1.0a.

Intel Architecture specifications are available from http://developer.intel.com:

Intel® Itanium ™ Architecture Software Developer’s Manual, see “Links to ACPI-Related Documents”
(http://uefi.org/acpi) under the heading "Intel Architecture Specifications".

Itanium™ Processor Family System Abstraction Layer Specification, Intel Corporation, December 2003
(June 2004 Update).

Unified Extensible Firmware Interface Specifications are available from http://www.uefi.org:

Unified Extensible Firmware Interface Specification, see “Links to ACPI-Related Documents” (http://
uefi.org/acpi) under the heading "Unified Extensible Firmware Interface Specifications"

Documentation and specifications for the Smart Battery System components and the SMBus are available
from http://www.sbs-forum.org:
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e “Links to ACPI-Related Documents” (http://uefi.org/acpi) under the heading "Smart Battery
System Components and SMBus Specification".

e Smart Battery Data Specification, see “Links to ACPI-Related Documents” (http://uefi.org/acpi)
under the heading "Smart Battery System Components and SMBus Specification".

e Smart Battery Selector Specification, Revision 1.1, Smart Battery System Implementers Forum,
December, 1998.

e Smart Battery System Manager Specification, Revision 1.0, Smart Battery System Implementers
Forum, December, 1998.

e System Management Bus Specification, Revision 1.1, Smart Battery System Implementers
Forum, December, 1998.
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2 Definition of Terms

This specification uses a particular set of terminology, defined in this section. This section has three parts:
General ACPI terms are defined and presented alphabetically.

The ACPI global system states (working, sleeping, soft off, and mechanical off) are defined. Global system
states apply to the entire system, and are visible to the user.

The ACPI device power states are defined. Device power states are states of particular devices; as such,
they are generally not visible to the user. For example, some devices may be in the off state even though
the system as a whole is in the working state. Device states apply to any device on any bus.

2.1 General ACPI Terminology

Advanced Configuration and Power Interface (ACPI)

As defined in this document, ACPIl is a method for describing hardware interfaces in terms
abstract enough to allow flexible and innovative hardware implementations and concrete
enough to allow shrink-wrap OS code to use such hardware interfaces.

ACPI Hardware

Computer hardware with the features necessary to support OSPM and with the interfaces to
those features described using the Description Tables as specified by this document.

ACPI Namespace

A hierarchical tree structure in OS-controlled memory that contains named objects. These
objects may be data objects, control method objects, bus/device package objects, and so on. The
OS dynamically changes the contents of the namespace at run-time by loading and/or unloading
definition blocks from the ACPI Tables that reside in the ACPI system firmware. All the
information in the ACPlI Namespace comes from the Differentiated System Description Table
(DSDT), which contains the Differentiated Definition Block, and one or more other definition
blocks.

ACPI Machine Language (AML)

Pseudo-code for a virtual machine supported by an ACPIl-compatible OS and in which ACPI
control methods and objects are written. The AML encoding definition is provided in section 19,
“ACPI Machine Language (AML) Specification.”

Add-in Card

A generic term used to refer to any device which can be inserted or removed from a platform
through a connection bus, such as PCl. Add-in cards are typically inserted within a platform’s
physical enclosure, rather than residing physically external to a platform. An add-in card will have
its own devices and associated firmware, and may have its own Expansion ROM Firmware.

Advanced Programmable Interrupt Controller (APIC)

An interrupt controller architecture commonly found on Intel Architecture-based 32-bit PC
systems. The APIC architecture supports multiprocessor interrupt management (with symmetric
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interrupt distribution across all processors), multiple 1/0 subsystem support, 8259A
compatibility, and inter-processor interrupt support. The architecture consists of local APICs
commonly attached directly to processors and I/O APICs commonly in chip sets.

ACPI Source Language (ASL)

The programming language equivalent for AML. ASL is compiled into AML images. The ASL
statements are defined in section 18, “ACPI Source Language (ASL) Reference.”

Address Range Scrub (ARS)

Process by which regions of memory can be scrubbed to look for memory locations that contain
correctable or uncorrectable errors.

BIOS

BIOS (Basic Input/Output System) is firmware that provides basic boot capabilities for a platform;
it is used here to refer specifically to traditional x86 BIOS, and not as a general term for all
firmware, or a replacement term for UEFI Core System BIOS. The ambiguity of this the term is
what we are trying to remove. See also: Legacy BIOS, System BIOS.

Boot Firmware

Generic term to describe any firmware on a platform used during the boot process. Use a more
specific term, if possible.

Component

Synonym for device. Please use the term “device” if possible.
Control Method

A control method is a definition of how the OS can perform a simple hardware task. For example,
the OS invokes control methods to read the temperature of a thermal zone. Control methods are
written in an encoded language called AML that can be interpreted and executed by the ACPI-
compatible OS. An ACPI-compatible system must provide a minimal set of control methods in the
ACPI tables. The OS provides a set of well-defined control methods that ACPI table developers
can reference in their control methods. OEMs can support different revisions of chip sets with
one version of platform firmware by either including control methods in the platform firmware
that test configurations and respond as needed or including a different set of control methods for
each chip set revision.

Central Processing Unit (CPU) or Processor

The part of a platform that executes the instructions that do the work. An ACPIl-compatible OS
can balance processor performance against power consumption and thermal states by
manipulating the processor performance controls. The ACPI specification defines a working state,
labeled GO (S0), in which the processor executes instructions. Processor sleeping states, labeled
C1 through C3, are also defined. In the sleeping states, the processor executes no instructions,
thus reducing power consumption and, potentially, operating temperatures. The ACPI
specification also defines processor performance states, where the processor (while in CO)
executes instructions, but with lower performance and (potentially) lower power consumption
and operating temperature. For more information, see section 8, “Processor Configuration and
Control.”

Version 6.2 Errata A Page 26



ACPI Specification Definition of Terms

A definition block contains information about hardware implementation and configuration
details in the form of data and control methods, encoded in AML. An OEM can provide one or
more definition blocks in the ACPI Tables. One definition block must be provided: the
Differentiated Definition Block, which describes the base system. Upon loading the
Differentiated Definition Block, the OS inserts the contents of the Differentiated Definition Block
into the ACPI Namespace. Other definition blocks, which the OS can dynamically insert and
remove from the active ACPlI Namespace, can contain references to the Differentiated Definition
Block. For more information, see Section 5.2.11

Device

A generic term used to refer to any computing, input/output or storage element, or any
collection of computing, input/output or storage elements, on a platform. An example of a
device is a CPU, APU, embedded controller (EC), BMC, Trusted Platform Module (TPM), graphics
processing unit (GPU), network interface controller (NIC), hard disk drive (HDD), solid state drive
(SSD), Read Only Memory (ROM), flash ROM, or any of the large number of other possible
devices. If at all possible, use a more specific term.

Device Context

The variable data held by the device; it is usually volatile. The device might forget this
information when entering or leaving certain states (for more information, see section 2.3,
“Device Power State Definitions.”), in which case the OS software is responsible for saving and
restoring the information. Device Context refers to small amounts of information held in device
peripherals. See System Context.

Device Firmware

Firmware that is only used by a specific device and cannot be used with any other device. This
firmware is typically provided by the device manufacturer.

Differentiated System Description Table (DSDT)

An OEM must supply a DSDT to an ACPI-compatible OS. The DSDT contains the Differentiated
Definition Block, which supplies the implementation and configuration information about the
base system. The OS always inserts the DSDT information into the ACPI Namespace at system
boot time and never removes it.

DIMM Physical Address (DPA)
An NVDIMM relative memory address.
Embedded Controller

The general class of micro-controllers used to support OEM-specific implementations, mainly in
mobile environments. The ACPI specification supports embedded controllers in any platform
design, as long as the micro-controller conforms to one of the models described in this section.
The embedded controller performs complex low-level functions through a simple interface to the
host microprocessor(s).

Embedded Controller Interface

A standard hardware and software communications interface between an OS driver and an
embedded controller. This allows any OS to provide a standard driver that can directly
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communicate with an embedded controller in the system, thus allowing other drivers within the
system to communicate with and use the resources of system embedded controllers (for
example, Smart Battery and AML code). This in turn enables the OEM to provide platform
features that the OS and applications can use.

Expansion ROM Firmware

Peripheral Component Interconnect (PCl) term for firmware executed on a host processor which
is used by an add-in device during the boot process. This includes Option ROM Firmware and
UEFI drivers. Expansion ROM Firmware may be embedded as part of the Host Processor Boot
Firmware, or may be separate (e.g., from an add-in card). See also: Option ROM Firmware

Firmware

Generic term to describe any BIOS or firmware on a platform; it refers to the general class of
things, not a specific type. Use a more specific term, if possible.

Firmware ACPI Control Structure (FACS)

A structure in read/write memory that the platform runtime firmware uses for handshaking
between the firmware and the OS. The FACS is passed to an ACPI-compatible OS via the Fixed
ACPI Description Table (FADT). The FACS contains the system’s hardware signature at last boot,
the firmware waking vector, and the Global Lock.

Firmware Storage Device

A memory device used to store firmware. This could include Read Only Memory (ROM), flash
memory, eMMC, UFS drives, etc.

Fixed ACPI Description Table (FADT)

A table that contains the ACPI Hardware Register Block implementation and configuration details
that the OS needs to directly manage the ACPl Hardware Register Blocks, as well as the physical
address of the DSDT, which contains other platform implementation and configuration details.
An OEM must provide an FADT to an ACPI-compatible OS in the RSDT/XSDT. The OS always
inserts the namespace information defined in the Differentiated Definition Block in the DSDT into
the ACPI Namespace at system boot time, and the OS never removes it.

Fixed Features

A set of features offered by an ACPI interface. The ACPI specification places restrictions on where
and how the hardware programming model is generated. All fixed features, if used, are
implemented as described in this specification so that OSPM can directly access the fixed feature
registers.

Fixed Feature Events

A set of events that occur at the ACPI interface when a paired set of status and event bits in the
fixed feature registers are set at the same time. When a fixed feature event occurs, a system
control interrupt (SCl is raised. For ACPI fixed feature events, OSPM (or an ACPl-aware driver)
acts as the event handler.
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Fixed Feature Registers

A set of hardware registers in fixed feature register space at specific address locations in system
I/0O address space. ACPI defines register blocks for fixed features (each register block gets a
separate pointer from the FADT). For more information, see section 4.6, “ACPl Hardware
Features.”

General-Purpose Event Registers

The general-purpose event registers contain the event programming model for generic features.
All general-purpose events generate SCls.

Generic Feature

A generic feature of a platform is value-added hardware implemented through control methods
and general-purpose events.

Generic Interrupt Controller (GIC)
An interrupt controller architecture for ARM processor-based systems.

Global System Status

Global system states apply to the entire system, and are visible to the user. The various global
system states are labeled GO through G3 in the ACPI specification. For more information, see
Section 2.2, “Global System State Definitions.”

Host Processor

A host processor is the primary processing unit in a platform, traditionally called a Central
Processing Unit (CPU), now also sometimes referred to as an Application Processing Unit (APU),
or a System on Chip (SoC). This is the processing unit on which the primary operating system
(and/or hypervisor), as well as user applications run. This is the processor that is responsible for
loading and executing the Host Processor Boot Firmware. This term and "Boot Processor" should
be considered synonyms for this particular text clean-up effort (i.e., making them consistent
should probably be part of a different ECR, if needed).

Host Processor Boot Firmware

Generic term used to describe firmware loaded and executed by the Host Processor which
provides basic boot capabilities for a platform. This class of firmware is a reference to Legacy
BIOS and UEFI, which were sometimes referred to as System BIOS. Where the distinction
between Legacy BIOS and UEFI is not important, the term Host Processor Boot Firmware will be
used. Where the distinction is important, it will be referenced appropriately. Expansion ROM
firmware may also be considered as part of the Host Processor Boot Firmware. Expansion ROM
Firmware may be embedded as part of the Host Processor Boot Firmware, or may be separate
from the Host Processor Boot Firmware (e.g., loaded from an add-in card).

Host Processor Runtime Firmware

Host processor runtime firmware is any runtime firmware which executes on the host processor.

Ignored Bits

Some unused bits in ACPI hardware registers are designated as “ignored” in the ACPI
specification. Ignored bits are undefined and can return zero or one (in contrast to reserved bits,
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which always return zero). Software ignores ignored bits in ACPl hardware registers on reads and
preserves ignored bits on writes.

Intel Architecture-Personal Computer (IA-PC)

A general descriptive term for computers built with processors conforming to the architecture
defined by the Intel processor family based on the Intel Architecture instruction set and having
an industry-standard PC architecture.

/0 APIC

An Input/Output Advanced Programmable Interrupt Controller routes interrupts from devices to
the processor’s local APIC.

/0 SAPIC

An Input/Output Streamlined Advanced Programmable Interrupt Controller routes interrupts
from devices to the processor’s local APIC.

Label Storage Area
A persistent storage area reserved for Label storage.
Legacy

A computer state where power management policy decisions are made by the platform
hardware/firmware shipped with the system. The legacy power management features found in
today’s systems are used to support power management in a system that uses a legacy OS that
does not support the OS-directed power management architecture.

Legacy BIOS

One form of Host Processor Boot Firmware used on x86 platforms which uses a legacy x86 BIOS

structure. This form of host processor boot firmware has been or is being replaced by UEFI. This
term will likely be most useful in distinguishing and comparing older forms of firmware to newer
forms (e.g., "it was done this way in legacy BIOS, but is now done another way in UEFI). See also:
BIOS, System BIOS

Legacy Hardware
A computer system that has no ACPl or OSPM power management support.
Legacy OS

An OS that is not aware of and does not direct the power management functions of the system.
Included in this category are operating systems with APM 1.x support.

Local APIC
A local Advanced Programmable Interrupt Controller receives interrupts from the I/O APIC.
Local SAPIC

A local Streamlined Advanced Programmable Interrupt Controller receives interrupts from the I/
O SAPIC.
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Management Firmware

Firmware used only by a Baseboard Management Controller (BMC) or other Out-of-Band (OOB)
management controller.

Multiple APIC Description Table (MADT)

The Multiple APIC Description Table (MADT) is used on systems supporting the APIC and SAPIC to
describe the APIC implementation. Following the MADT is a list of APIC/SAPIC structures that
declare the APIC/SAPIC features of the machine.

Namespace

A namespace defines a contiguously-addressed range of Non-Volatile Memory, conceptually
similar to a SCSI Logical Unit (LUN) or an NVM Express namespace. A namespace can be
described by one or more Labels.

Non-Host Processor

A non-host processor is a generic term used to describe any processing unit on a platform which
is not a host processor (e.g. a microcontroller, co-processor, etc). For the purposes of this
particular ECR, this should also be considered a synonym for "secondary processor", those CPUs
that might be on an SoC, for example, that are not the host (or "boot") processor.

NVDIMM
Non Volatile Dual In-line Memory Module.
Object

The nodes of the ACPlI Namespace are objects inserted in the tree by the OS using the
information in the system definition tables. These objects can be data objects, package objects,
control method objects, and so on. Package objects refer to other objects. Objects also have
type, size, and relative name.

Object name
Part of the ACPI Namespace. There is a set of rules for naming objects.
Operating System-directed Power Management (OSPM)

A model of power (and system) management in which the OS plays a central role and uses global
information to optimize system behavior for the task at hand.

Option ROM FirmwareDevice Firmware

Legacy term for boot firmware typically executed on a host processor which is used by a device
during the boot process. Option ROM firmware may be included with the host processor boot
firmware or may be carried separately by a device (such as an add-in card). See also: Expansion
ROM Firmware

Package

An array of objects.
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Peripheral

A peripheral (also known as an external device) is a device which resides physically external to a
platform and is connected to a platform, either wired or wirelessly. A peripheral is comprised of
its own devices which may have their own firmware.

Persistent Memory (pmem)
Byte-addressable memory that retains its contents across power loss.
Platform

A platform consists of multiple devices assembled and working together to deliver a specific
computing function, but does not include any other software other than the firmware as part of
the devices in the platform. Examples of platforms include a notebook, a desktop, a server, a
network switch, a blade, etc. - all without and independent of any operating system, user
applications, or user data.

Platform Boot Firmware

The collection of all boot firmware on a platform. This firmware is initially loaded by a platform
(such as an SoC, a motherboard, or a complete system) at power-on to do basic initialization of
the platform hardware and then hand control to a boot loader or OS. In some cases this will be
x86 BIOS, or it may be UEFI Core System BIQS, or it could be something else entirely. Once
control has been handed over to a boot loader or an OS, this firmware has no further role.

Platform Runtime Firmware

The collection of all run-time firmware on a platform. This is firmware that can provide functions
that can be invoked by an OS, but those functions are still concerned only with the platform
hardware (e.g., PSCl on ARM). The assumption is that platform boot firmware has since been
superceded by the OS since the OS is now up and running, but that there is still a need for an OS
to access specific features of hardware that may only be possible via firmware.

Platform Firmware
The collection of platform boot firmware and platform runtime firmware.
Power Button

A user push button or other switch contact device that switches the system from the sleeping/
soft off state to the working state, and signals the OS to transition to a sleeping/soft off state
from the working state.

Power Management

Mechanisms in software and hardware to minimize system power consumption, manage system
thermal limits, and maximize system battery life. Power management involves trade-offs among
system speed, noise, battery life, processing speed, and alternating current (AC) power
consumption. Power management is required for some system functions, such as appliance (for
example, answering machine, furnace control) operations.

Power Resources

Resources (for example, power planes and clock sources) that a device requires to operate in a
given power state.

Version 6.2 Errata A Page 32



ACPI Specification Definition of Terms

Power Sources

The battery (including a UPS battery) and AC line powered adapters or power supplies that
supply power to a platform.

Register Grouping

Consists of two register blocks (it has two pointers to two different blocks of registers). The fixed-
position bits within a register grouping can be split between the two register blocks. This allows
the bits within a register grouping to be split between two chips.

Reserved Bits

Some unused bits in ACPI hardware registers are designated as “Reserved” in the ACPI
specification. For future extensibility, hardware-register reserved bits always return zero, and
data writes to them have no side effects. OSPM implementations must write zeros to all reserved
bits in enable and status registers and preserve bits in control registers.

Root System Description Pointer (RSDP)

An ACPl-compatible system must provide an RSDP in the system’s low address space. This
structure’s only purpose is to provide the physical address of the RSDT and XSDT.

Root System Description Table (RSDT)

A table with the signature ‘RSDT,’ followed by an array of physical pointers to other system
description tables. The OS locates that RSDT by following the pointer in the RSDP structure.

Runtime Firmware

Generic term to describe any firmware on a platform used during runtime (i.e., after the boot
process has completed). Use a more specific term, if possible.

Secondary System Description Table (SSDT)

SSDTs are a continuation of the DSDT. Multiple SSDTs can be used as part of a platform
description. After the DSDT is loaded into the ACPl Namespace, each secondary description table
listed in the RSDT/XSDT with a unique OEM Table ID is loaded. This allows the OEM to provide the
base support in one table, while adding smaller system options in other tables.

System Physical Address (SPA)
The platform physical address assigned and programmed by the platform and utilized by the OS.
Sleep Button

A user push button that switches the system from the sleeping/soft off state to the working
state, and signals the OS to transition to a sleeping state from the working state.

Smart Battery Subsystem

A battery subsystem that conforms to the following specifications: Smart Battery and either
Smart Battery System Manager or Smart Battery Charger and Selector—and the additional ACPI
requirements.
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Smart Battery Table

An ACPI table used on platforms that have a Smart Battery subsystem. This table indicates the
energy-level trip points that the platform requires for placing the system into different sleeping
states and suggested energy levels for warning the user to SMBus Interface

A standard hardware and software communications interface between an OS bus driver and an
SMBus controller.

Software

Software is comprised of elements required to load the operating system and all user
applications and user data subsequently handled by the operating system.

Streamlined Advanced Programmable Interrupt Controller (SAPIC)

An advanced APIC commonly found on Intel Itanium™ Processor Family-based 64-bit systems.
transition the platform into a sleeping state.
System

A system is the entirety of a computing entity, including all elements in a platform (hardware,
firmware) and software (operating system, user applications, user data). A system can be
thought of both as a logical construct (e.g. a software stack) or physical construct (e.g. a
notebook, a desktop, a server, a network switch, etc).

System BIOS

A term sometimes used in industry to refer to either Legacy BIOS, or to UEFI Core System BIOS, or
both. Please use this term only when referring to Legacy BIOS. See also: BIOS, Legacy BIOS.

System Context
The volatile data in the system that is not saved by a device driver.
System Control Interrupt (SCI)

A system interrupt used by hardware to notify the OS of ACPI events. The SCl is an active, low,
shareable, level interrupt.

System Management Bus (SMBus)

A two-wire interface based upon the I12C protocol. The SMBus is a low-speed bus that provides
positive addressing for devices, as well as bus arbitration.

System Management Interrupt (SMI)

An OS-transparent interrupt generated by interrupt events on legacy systems. By contrast, on
ACPI systems, interrupt events generate an OS-visible interrupt that is shareable (edge-style
interrupts will not work). Hardware platforms that want to support both legacy operating
systems and ACPI systems must support a way of re-mapping the interrupt events between SMls
and SCls when switching between ACPI and legacy models.

Thermal States

Thermal states represent different operating environment temperatures within thermal zones of
a system. A system can have one or more thermal zones; each thermal zone is the volume of
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space around a particular temperature-sensing device. The transitions from one thermal state to
another are marked by trip points, which are implemented to generate an SCl when the
temperature in a thermal zone moves above or below the trip point temperature.

UEFI

One form of Host Processor Boot Firmware which uses a Unified Extensible Firmware Interface
(UEFI) structure (as defined by the UEFI Forum). This is the current host processor boot firmware
structure being adopted as a standard in the industry. This term should be used when referring
specifically to UEFI code on a platform.

UEFI Drivers

Standalone binary executables in PECOFF format which are loaded by UEFI during the boot
process to handle specific pieces of hardware.

Extended Root System Description Table (XSDT)

The XSDT provides identical functionality to the RSDT but accommodates physical addresses of
DESCRIPTION HEADERs that are larger than 32 bits. Notice that both the XSDT and the RSDT can
be pointed to by the RSDP structure.

2.2 Global System State Definitions

Global system states (Gx states) apply to the entire system and are visible to the user.
Global system states are defined by six principal criteria:

Does application software run?

What is the latency from external events to application response?
What is the power consumption?

Is an OS reboot required to return to a working state?

e W e

Is it safe to disassemble the computer?
6. Can the state be entered and exited electronically?

Following is a list of the system states:
G3 Mechanical Off

A computer state that is entered and left by a mechanical means (for example, turning off the
system’s power through the movement of a large red switch). It is implied by the entry of this off
state through a mechanical means that no electrical current is running through the circuitry and
that it can be worked on without damaging the hardware or endangering service personnel. The
OS must be restarted to return to the Working state. No hardware context is retained. Except for
the real-time clock, power consumption is zero.

G2/S5 Soft Off

A computer state where the computer consumes a minimal amount of power. No user mode or
system mode code is run. This state requires a large latency in order to return to the Working
state. The system’s context will not be preserved by the hardware. The system must be restarted
to return to the Working state. It is not safe to disassemble the machine in this state.
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G1 Sleeping

A computer state where the computer consumes a small amount of power, user mode threads
are not being executed, and the system “appears” to be off (from an end user’s perspective, the
display is off, and so on). Latency for returning to the Working state varies on the wake
environment selected prior to entry of this state (for example, whether the system should
answer phone calls). Work can be resumed without rebooting the OS because large elements of
system context are saved by the hardware and the rest by system software. It is not safe to
disassemble the machine in this state.

G0 Working

A computer state where the system dispatches user mode (application) threads and they
execute. In this state, peripheral devices (peripherals) are having their power state changed
dynamically. The user can select, through some Ul, various performance/power characteristics of
the system to have the software optimize for performance or battery life. The system responds
to external events in real time. It is not safe to disassemble the machine in this state.

S$4 Non-Volatile Sleep

A special global system state that allows system context to be saved and restored (relatively
slowly) when power is lost to the motherboard. If the system has been commanded to enter S4,
the OS will write all system context to a file on non-volatile storage media and leave appropriate
context markers. The machine will then enter the S4 state. When the system leaves the Soft Off
or Mechanical Off state, transitioning to Working (G0) and restarting the OS, a restore from a
NVS file can occur. This will only happen if a valid non-volatile sleep data set is found, certain
aspects of the configuration of the machine have not changed, and the user has not manually
aborted the restore. If all these conditions are met, as part of the OS restarting, it will reload the
system context and activate it. The net effect for the user is what looks like a resume from a
Sleeping (G1) state (albeit slower). The aspects of the machine configuration that must not
change include, but are not limited to, disk layout and memory size. It might be possible for the
user to swap a PC Card or a Device Bay device, however.

Notice that for the machine to transition directly from the Soft Off or Sleeping states to 5S4, the system
context must be written to non-volatile storage by the hardware; entering the Working state first so that
the OS or platform runtime firmware can save the system context takes too long from the user's point of
view. The transition from Mechanical Off to S4 is likely to be done when the user is not there to see it.

Because the S4 state relies only on non-volatile storage, a machine can save its system context for an
arbitrary period of time (on the order of many years).

Table 2-2 Summary of Global Power States

Global system Software | Latency | Power OSrestart | Safe to Exit state

state runs consumption | required disassemble | electronically
computer

GO Working Yes 0 Large No No Yes

Version 6.2 Errata A Page 36



ACPI Specification Definition of Terms

Global system Software | Latency | Power OSrestart | Safe to Exit state
state runs consumption | required disassemble | electronically
computer
G1 Sleeping No >0, varies | Smaller No No Yes
with
sleep
state
G2/S5 Soft Off No Long Very near 0 Yes No Yes
G3 Mechanical Off | No Long RTC battery Yes Yes No

Notice that the entries for G2/S5 and G3 in the Latency column of the above table are “Long.” This
implies that a platform designed to give the user the appearance of “instant-on,” similar to a home
appliance device, will use the GO and G1 states almost exclusively (the G3 state may be used for moving
the machine or repairing it).

2.3 Device Power State Definitions

Device power states are states of particular devices; as such, they are generally not visible to the user. For
example, some devices may be in the Off state even though the system as a whole is in the Working
state.

Device states apply to any device on any bus. They are generally defined in terms of four principal
criteria:

e Power consumption-How much power the device uses.

¢ Device context--How much of the context of the device is retained by the hardware. The OS is
responsible for restoring any lost device context (this may be done by resetting the device).

¢ Device driver--What the device driver must do to restore the device to full on.

e Restore time--How long it takes to restore the device to full on.

The device power states are defined below, although very generically. Many devices do not have all four
power states defined. Devices may be capable of several different low-power modes, but if there is no
user-perceptible difference between the modes, only the lowest power mode will be used. The Device
Class Power Management Specifications, included in Appendix A of this specification, describe which of
these power states are defined for a given type (class) of device and define the specific details of each
power state for that device class. For a list of the available Device Class Power Management
Specifications, see “Appendix A: Device Class Specifications.”

D3 (Off)

Power has been fully removed from the device. Also referred to as D3cold in this and other specs.
All device context is lost when this state is entered, so the OS software will reinitialize the device
when powering it back on. Since all device context and power are lost, devices in this state do not
decode their address lines, and cannot be enumerated by software. Devices in this state have the
longest restore times.

D3hot

The meaning of the D3hot State is defined by each device class. In general, D3hot is expected to
save as much power as possible without affecting PNP Enumeration. Devices in D3hot must have
enough power to remain enumerable by software. For example, PCI Configuration space access
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Note:

D2

D1

and contents must operate as in shallower power states. Similarly, ACPI identification and
configuration objects must operate as in shallower power states. Otherwise, no device
functionality is supported, and Driver software is required to restore any lost context, or
reinitialize the device, during its transition back to DO.

Devices in this state can have long restore times. All classes of devices define this state.

For devices that support both D3hot and D3 exposed to OSPM via _PR3, device software/drivers
must always assume OSPM will target D3and must assume all device context will be lost and the
device will no longer be enumerable.

The meaning of the D2 Device State is defined by each device class. Many device classes may not
define D2. In general, D2 is expected to save more power and preserve less device context than
D1 or DO. Buses in D2 may cause the device to lose some context (for example, by reducing
power on the bus, thus forcing the device to turn off some of its functions).

The meaning of the D1 Device State is defined by each device class. Many device classes may not
define D1. In general, D1 is expected to save less power and preserve more device context than
D2.

DO (Fully-On)

This state is assumed to be the highest level of power consumption. The device is completely
active and responsive, and is expected to remember all relevant context continuously.

Transitions amongst these power states are restricted for simplicity. Power-down transitions (from
higher-power, or shallower, to lower-power, or deeper) are allowed between any two states. However,
power-up transitions (from deeper to shallower) are required to go through DO; i.e. Dy to Dx<y is illegal
for all x 1=0.

Table 2-3 Summary of Device Power States

Device State Power Consumption Device Context Retained | Driver Restoration

DO - Fully-On As needed for operation All None

D1 D0>D1>D2> D3hot>D3 >D2 <D2

D2 D0>D1>D2> D3hot>D3 <D1 >D1

D3hot D0>D1>D2>D3hot>D3 Optional None <->Full initialization and
load

D3 - Off 0 None Full initialization and load
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Note: Devices often have different power modes within a given state. Devices can use these modes as
long as they can automatically transparently switch between these modes from the software,
without violating the rules for the current Dx state the device is in. Low-power modes that
adversely affect performance (in other words, low speed modes) or that are not transparent to
software cannot be done automatically in hardware; the device driver must issue commands to
use these modes.

2.3.1 Device Performance States

Device performance states (Px states) are power consumption and capability states within the active (DO)
device power state. Performance states allow OSPM to make tradeoffs between performance and energy
conservation. Device performance states have the greatest impact when the implementation is such that
the states invoke different device efficiency levels as opposed to a linear scaling of performance and
energy consumption. Since performance state transitions occur in the active device states, care must be
taken to ensure that performance state transitions do not adversely impact the system.

Device performance states, when necessary, are defined on a per device class basis (See Appendix A for
more information).

2.4 Sleeping and Soft-off State Definitions

S1-S4 are types of sleeping states within the global system state, G1, while S5 is a soft-off state associated
with the G2 system state. The Sx states are briefly defined below. For a detailed definition of the system
behavior within each Sx state, see Section 7.4.2, “System \_Sx States.” For a detailed definition of the
transitions between each of the Sx states, see Section 16.1, “Sleeping States.”

S1 Sleeping State

The S1 sleeping state is a low wake latency sleeping state. In this state, no system context is lost
(CPU or chip set) and hardware maintains all system context.

S2 Sleeping State

The S2 sleeping state is a low wake latency sleeping state. This state is similar to the S1 sleeping
state except that the CPU and system cache context is lost (the OS is responsible for maintaining
the caches and CPU context). Control starts from the processor’s reset vector after the wake
event.

S3 Sleeping State

The S3 sleeping state is a low wake latency sleeping state where all system context is lost except
system memory. CPU, cache, and chip set context are lost in this state. Hardware maintains
memory context and restores some CPU and L2 configuration context. Control starts from the
processor’s reset vector after the wake event.

S84 Sleeping State

The S4 sleeping state is the lowest power, longest wake latency sleeping state supported by ACPI.
In order to reduce power to a minimum, it is assumed that the hardware platform has powered
off all devices. Platform context is maintained.

S5 Soft Off State

The S5 state is similar to the S4 state except that the OS does not save any context. The system is
in the “soft” off state and requires a complete boot when it wakes. Software uses a different
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state value to distinguish between the S5 state and the S4 state to allow for initial boot
operations within the platform boot firmware to distinguish whether the boot is going to wake
from a saved memory image.

2.5 Processor Power State Definitions

Processor power states (Cx states) are processor power consumption and thermal management states
within the global working state, GO. The Cx states possess specific entry and exit semantics and are briefly
defined below. For a more detailed definition of each Cx state, see section 8.1, “Processor Power States.”

CO0 Processor Power State
While the processor is in this state, it executes instructions.
C1 Processor Power State

This processor power state has the lowest latency. The hardware latency in this state must be
low enough that the operating software does not consider the latency aspect of the state when
deciding whether to use it. Aside from putting the processor in a non-executing power state, this
state has no other software-visible effects.

C2 Processor Power State

The C2 state offers improved power savings over the C1 state. The worst-case hardware latency
for this state is provided via the ACPI system firmware and the operating software can use this
information to determine when the C1 state should be used instead of the C2 state. Aside from
putting the processor in a non-executing power state, this state has no other software-visible
effects.

C3 Processor Power State

The C3 state offers improved power savings over the C1 and C2 states. The worst-case hardware
latency for this state is provided via the ACPI system firmware and the operating software can
use this information to determine when the C2 state should be used instead of the C3 state.
While in the C3 state, the processor’s caches maintain state but ignore any snoops. The operating
software is responsible for ensuring that the caches maintain coherency.

2.6 Device and Processor Performance State Definitions

Device and Processor performance states (Px states) are power consumption and capability states within
the active/executing states, CO for processors and DO for devices. The Px states are briefly defined below.
For a more detailed definition of each Px state from a processor perspective, see section 8.4.4,
“Processor Performance Control.” For a more detailed definition of each Px state from a device
perspective see section 3.6, “Device and Processor Performance States,” and the device class
specifications in Appendix A.

PO Performance State

While a device or processor is in this state, it uses its maximum performance capability and may
consume maximum power.
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P1 Performance State

In this performance power state, the performance capability of a device or processor is limited
below its maximum and consumes less than maximum power.

Pn Performance State

In this performance state, the performance capability of a device or processor is at its minimum
level and consumes minimal power while remaining in an active state. State n is a maximum
number and is processor or device dependent. Processors and devices may define support for an
arbitrary number of performance states not to exceed 255.
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3 ACPI Concepts

Platforms compliant with the ACPI specification provide OSPM with direct and exclusive control over the
power management and motherboard device configuration functions of a computer. During OS
initialization, OSPM takes over these functions from legacy implementations such as the APM BIOS,
SMM-based firmware, legacy applications, and the PNPBIOS. Having done this, OSPM is responsible for
handling motherboard device configuration events as well as for controlling the power, performance,
and thermal status of the system based on user preference, application requests and OS imposed Quality
of Service (QOS) / usability goals. ACPI provides low-level interfaces that allow OSPM to perform these
functions. The functional areas covered by the ACPI specification are:

System power management

ACPI defines mechanisms for putting the computer as a whole in and out of system sleeping
states. It also provides a general mechanism for any device to wake the computer.

Device power management

ACPI tables describe motherboard devices, their power states, the power planes the devices are
connected to, and controls for putting devices into different power states. This enables the OS to
put devices into low-power states based on application usage.

Processor power management

While the OS is idle but not sleeping, it will use commands described by ACPI to put processors in
low-power states.

Device and processor performance management

While the system is active, OSPM will transition devices and processors into different
performance states, defined by ACPI, to achieve a desirable balance between performance and
energy conservation goals as well as other environmental requirements (for example, visibility
and acoustics).

Configuration / Plug and Play

ACPI specifies information used to enumerate and configure motherboard devices. This
information is arranged hierarchically so when events such as docking and undocking take place,
the OS has precise, a priori knowledge of which devices are affected by the event.

System Events

ACPI provides a general event mechanism that can be used for system events such as thermal
events, power management events, docking, device insertion and removal, and so on. This
mechanism is very flexible in that it does not define specifically how events are routed to the
core logic chip set.

Battery management

Battery management policy moves from the APM BIOS to the ACPI OS. An ACPI-compatible
battery device needs either a Smart Battery subsystem interface, which is controlled by the OS
directly through the embedded controller interface, or a Control Method Battery interface. A
Control Method Battery interface is completely defined by AML control methods, allowing an
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OEM to choose any type of the battery and any kind of communication interface supported by
ACPI. The battery must comply with the requirements of its interface, as described either herein
or in other applicable standards. The OS may choose to alter the behavior of the battery, for
example, by adjusting the Low Battery or Battery Warning trip point. When there are multiple
batteries present, the battery subsystem is not required to perform any synthesis of a
“composite battery” from the data of the separate batteries. In cases where the battery
subsystem does not synthesize a “composite battery” from the separate battery’s data, the OS
must provide that synthesis.

Thermal management

Since the OS controls the power and performance states of devices and processors, ACPI also
addresses system thermal management. It provides a simple, scalable model that allows OEMs to
define thermal zones, thermal indicators, and methods for cooling thermal zones.

Embedded Controller

ACPI defines a standard hardware and software communications interface between an OS bus
enumerator and an embedded controller. This allows any OS to provide a standard bus
enumerator that can directly communicate with an embedded controller in the system, thus
allowing other drivers within the system to communicate with and use the resources of system
embedded controllers. This in turn enables the OEM to provide platform features that the OS and
applications can use.

SMBus Controller

ACPI defines a standard hardware and software communications interface between an OS bus
driver and an SMBus Controller. This allows any OS to provide a standard bus driver that can
directly communicate with SMBus devices in the system. This in turn enables the OEM to provide
platform features that the OS and applications can use.

OSPM’s mission is to optimally configure the platform and to optimally manage the system’s power,
performance, and thermal status given the user’s preferences and while supporting OS imposed Quality
of Service (QOS) / usability goals. To achieve these goals, ACPI requires that once an ACPI compliant
platform is in ACPI mode, the platform’s hardware, firmware, or other non-0S software must not
manipulate the platform’s configuration, power, performance, and thermal control interfaces
independently of OSPM. OSPM alone is responsible for coordinating the configuration, power
management, performance management, and thermal control policy of the system. Manipulation of
these interfaces independently of OSPM undermines the purpose of OSPM/ACPI and may adversely
impact the system’s configuration, power, performance, and thermal policy goals. There are two
exceptions to this requirement. The first is in the case of the possibility of damage to a system from an
excessive thermal conditions where an ACPI compatible OS is present and OSPM latency is insufficient to
remedy an adverse thermal condition. In this case, the platform may exercise a failsafe thermal control
mechanism that reduces the performance of a system component to avoid damage. If this occurs, the
platform must notify OSPM of the performance reduction if the reduction is of significant duration (in
other words, if the duration of reduced performance could adversely impact OSPM’s power or
performance control policy - operating system vendors can provide guidance in this area). The second
exception is the case where the platform contains Active cooling devices but does not contain Passive
cooling temperature trip points or controls,. In this case, a hardware based Active cooling mechanism
may be implemented without impacting OSPM’s goals. Any platform that requires both active and
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passive cooling must allow OSPM to manage the platform thermals via ACPI defined active and passive
cooling interfaces.

3.1 System Power Management

Under OSPM, the OS directs all system and device power state transitions. Employing user preferences
and knowledge of how devices are being used by applications, the OS puts devices in and out of low-
power states. Devices that are not being used can be turned off. Similarly, the OS uses information from
applications and user settings to put the system as a whole into a low- power state. The OS uses ACPI to
control power state transitions in hardware.

3.2 Power States

From a user-visible level, the system can be thought of as being in one of the states in the following
diagram:
Power

GO (S0) -
Working 52

51

G1-

Figure 3-7 Global System Power States and Transitions

See Section 2.2, “Global System State Definitions,” for detailed definitions of these states.

In general use, computers alternate between the Working and Sleeping states. In the Working state, the
computer is used to do work. User-mode application threads are dispatched and running. Individual
devices can be in low-power (Dx) states and processors can be in low-power (Cx) states if they are not
being used. Any device the system turns off because it is not actively in use can be turned on with short
latency. (What “short” means depends on the device. An LCD display needs to come on in sub-second
times, while it is generally acceptable to wait a few seconds for a printer to wake.)

Version 6.2 Errata A Page 45



ACPI Specification ACPI Concepts

The net effect of this is that the entire machine is functional in the Working state. Various Working sub-
states differ in speed of computation, power used, heat produced, and noise produced. Tuning within the
Working state is largely about trade-offs among speed, power, heat, and noise.

When the computer is idle or the user has pressed the power button, the OS will put the computer into
one of the sleeping (Sx) states. No user-visible computation occurs in a sleeping state. The sleeping sub-
states differ in what events can arouse the system to a Working state, and how long this takes. When the
machine must awaken to all possible events or do so very quickly, it can enter only the sub-states that
achieve a partial reduction of system power consumption. However, if the only event of interest is a user
pushing on a switch and a latency of minutes is allowed, the OS could save all system context into an NVS
file and transition the hardware into the S4 sleeping state. In this state, the machine draws almost zero
power and retains system context for an arbitrary period of time (years or decades if needed).

The other states are used less often. Computers that support legacy BIOS power management interfaces
boot in the Legacy state and transition to the Working state when an ACPI OS loads. A system without
legacy support (for example, a RISC system) transitions directly from the Mechanical Off state to the
Working state. Users typically put computers into the Mechanical Off state by flipping the computer’s
mechanical switch or by unplugging the computer.

3.2.1 Power Button

In legacy systems, the power button typically either forces the machine into Soft Off or Mechanical Off
or, on a laptop, forces it to some sleeping state. No allowance is made for user policy (such as the user
wants the machine to “come on” in less than 1 second with all context as it was when the user turned the
machine “off”), system alert functions (such as the system being used as an answering machine or fax
machine), or application function (such as saving a user file).

In an OSPM system, there are two switches. One is to transition the system to the Mechanical Off state. A
mechanism to stop current flow is required for legal reasons in some jurisdictions (for example, in some
European countries). The other is the “main” power button. This is in some obvious place (for example,
beside the keyboard on a laptop). Unlike legacy on/off buttons, all it does is send a request to the system.
What the system does with this request depends on policy issues derived from user preferences, user
function requests, and application data.

3.2.2 Platform Power Management Characteristics

3.2.2.1Mobile PC

Mobile PCs will continue to have aggressive power management functionality. Going to OSPM/ACPI will
allow enhanced power savings techniques and more refined user policies.

Aspects of mobile PC power management in the ACPI specification are thermal management (see
Section 11, “Thermal Management”) and the embedded controller interface (see Section 12, “ACPI
Embedded Controller Interface Specification”).

3.2.2.2 Desktop PCs

Power-managed desktops will be of two types, though the first type will migrate to the second over time.
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Ordinary “Green PC”

Here, new appliance functions are not the issue. The machine is really only used for productivity
computations. At least initially, such machines can get by with very minimal function. In
particular, they need the normal ACPI timers and controls, but don’t need to support elaborate
sleeping states, and so on. They, however, do need to allow the OS to put as many of their
devices/resources as possible into device standby and device off states, as independently as
possible (to allow for maximum compute speed with minimum power wasted on unused
devices). Such PCs will also need to support wake from the sleeping state by means of a timer,
because this allows administrators to force them to turn on just before people are to show up for
work.

Home PC

Computers are moving into home environments where they are used in entertainment centers
and to perform tasks like answering the phone. A home PC needs all of the functionality of the
ordinary green PC. In fact, it has all of the ACPI power functionality of a laptop except for docking
and lid events (and need not have any legacy power management). Note that there is also a
thermal management aspect to a home PC, as a home PC user wants the system to run as quietly
as possible, often in a thermally constrained environment.

3.2.2.3 Multiprocessor and Server PCs

Perhaps surprisingly, server machines often get the largest absolute power savings. Why? Because they
have the largest hardware configurations and because it’s not practical for somebody to hit the off switch
when they leave at night.

Day Mode

In day mode, servers are power-managed much like a corporate ordinary green PC, staying in the
Working state all the time, but putting unused devices into low-power states whenever possible.
Because servers can be very large and have, for example, many disk spindles, power
management can result in large savings. OSPM allows careful tuning of when to do this, thus
making it workable.

Night Mode

In night mode, servers look like home PCs. They sleep as deeply as they can and are still able to
wake and answer service requests coming in over the network, phone links, and so on, within
specified latencies. So, for example, a print server might go into deep sleep until it receives a
print job at 3 A.M., at which point it wakes in perhaps less than 30 seconds, prints the job, and
then goes back to sleep. If the print request comes over the LAN, then this scenario depends on
an intelligent LAN adapter that can wake the system in response to an interesting received
packet.

3.3 Device Power Management

This section describes ACPI-compatible device power management. The ACPI device power states are
introduced, the controls and information an ACPI-compatible OS needs to perform device power
management are discussed, the wake operation devices use to wake the computer from a sleeping state
is described, and an example of ACPI-compatible device management using a modem is given
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3.3.1 Device Power Management Model

ACPI Device Power Management is based on an integrated model consisting of:

Distributed device power state policy

For each hardware device on the system, there is a Power Policy Owner in the Operating System
that is responsible for continuously determining the best power state for the device. The best
device power state is the one that, at any point in time, minimizes the consumption of power by
the device consistent with the usage requirements of the device by the system and its user.
Policy is typically defined for a class of devices, and incorporates application activity, user
scenarios and other operating state as necessary. It is applied to all devices of a given class.

Layered device power state control

Once power state decisions are made for a device, they must be carried-out by device drivers.
The model partitions the control functionality between the device, bus and platform layers.
Device drivers at each layer perform control using mechanisms available at that level,
coordinated by OSPM. In general, the ordering proceeds from Device/Class level, to Bus level, to
Platform level when a device is powering down, and the inverse when powering-up.

For instance, a device-level driver has access, via the device programming interface, to settings
and control registers that invoke specific, sometimes proprietary, power control features in the
device. The device driver uses these controls as appropriate for the target ACPIl-defined power
state determined by the policy owner. Similarly, classes of devices may have standardized power
features, invoked in standardized ways that Class Drivers might use when entering a target
power state.

At the bus level, power management standards come into play to provide bus-specific controls
that work for every device connected to the bus, regardless of device class. PCI, for instance,
defines fields in the device Configuration Space for setting the device’s power state (D0-D3). Bus-
level drivers utilize these standards to perform control in addition to that applied by the device-
specific or device class driver. Bus-specific mechanisms also enable additional power savings in
the system by enabling the bus infrastructure hardware itself to enter lower power states, as
defined in the bus standard.

Finally, for platform-level power state control, ACPI defines mechanisms (_PRx, PSx, ON, OFF)
for putting a device into a given power state. The Operating System’s ACPI software (“OSPM”)
utilizes these mechanisms to execute the lowest-level, platform-specific control for a given
device, such as turning off and on power rails and clocks, resetting HW, etc.

Operating System coordination

Finally, ACPI defines information and behavior requirements that enable OSPM to inform the
Power Policy Owner about supported state and wake-up capabilities, and to coordinate the
actions of the various levels of device drivers in controlling power. OSPM, in this role, is
responsible for ensuring that device power management is coordinated with System Power
Management such as entering sleep states (5S1-S4) or Low-power ldle states (LPI). Integrated with
device power state policy and control, wake-up policy and control are also coordinated by OSPM.
Power Policy Owners, which decide when the device might be needed to wake the system,
ensure that only device power states that the device can wake from are selected when the
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platform enters a Sleep or LPI state. Enabling of wake-up hardware is also performed at the
device, bus and platform levels and coordinated by OSPM. OSPM ensures further that the Sleep
or LPI state selected for the system is compatible with the device state and wake-up capabilities
of all the devices currently enabled for wake.

3.3.2 Power Management Standards

To manage power of all the devices in the system, the OS needs standard methods for sending
commands to a device. These standards define the operations used to manage power of devices on a
particular I/O interconnect and the power states that devices can be put into. Defining these standards
for each I/0O interconnect creates a baseline level of power management support the OS can utilize.
Independent Hardware Vendors (IHVs) do not have to spend extra time writing software to manage
power of their hardware, because simply adhering to the standard gains them direct OS support. For OS
vendors, the 1/0 interconnect standards allow the power management code to be centralized in the
driver for each I/O interconnect. Finally, I/O interconnect-driven power management allows the OS to
track the states of all devices on a given I/O interconnect. When all the devices are in a given state (or
example, D3 - off), the OS can put the entire I/O interconnect into the power supply mode appropriate
for that state (for example, D3 - off).

I/0 interconnect-level power management specifications are written for a number of buses including:

e PCI

e PCl Express
e CardBus

e USB

e |EEE 1394

3.3.3 Device Power States

To unify nomenclature and provide consistent behavior across devices, standard definitions are used for
the power states of devices. Generally, these states are defined in terms of the following criteria:

e Power consumption--How much power the device uses.

e Device context--How much of the context of the device is retained by the hardware.
¢ Device driver--What the device driver must do to restore the device to fully on.

e Restore latency--How long it takes to restore the device to fully on.

More specifically, power management specifications for each class of device (for example, modem,
network adapter, hard disk, and so on) more precisely define the power states and power policy for the
class. See Section 2.3, “Device Power State Definitions,” for the detailed description of the general device
power states (DO-D3).

3.3.4 Device Power State Definitions

The device power state definitions are device-independent, but classes of devices on a bus must support
some consistent set of power-related characteristics. For example, when the bus-specific mechanism to
set the device power state to a given level is invoked, the actions a device might take and the specific
sorts of behaviors the OS can assume while the device is in that state will vary from device type to device
type. For a fully integrated device power management system, these class-specific power characteristics
must also be standardized:
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Device Power State Characteristics

Each class of device has a standard definition of target power consumption levels, state-change
latencies, and context loss.

Minimum Device Power Capabilities
Each class of device has a minimum standard set of power capabilities.
Device Functional Characteristics

Each class of device has a standard definition of what subset of device functionality or features is
available in each power state (for example, the net card can receive, but cannot transmit; the
sound card is fully functional except that the power amps are off, and so on).

Device Wakeup Characteristics
Each class of device has a standard definition of its wake policy.

The Device Class Power Management specifications define these power state characteristics for each
class of device. See Appendix A.

3.4 Controlling Device Power

ACPI interfaces provide the control methods and information needed to manage device power. OSPM
leverages these interfaces to perform tasks like determining the capabilities of a device, executing
methods to set a device's power state or get its status, and enabling a device to wake the machine.

Note: Other buses enumerate some devices on the main board. For example, PCl devices are reported
through the standard PCl enumeration mechanisms. Power management of these devices is
handled through their own bus specification (in this case, PCl). All other devices on the main board
are handled through ACPI. Specifically, the ACPI table lists legacy devices that cannot be reported
through their own bus specification, the root of each bus in the system, and devices that have
additional power management or configuration options not covered by their own bus
specification.

For more detailed information see Section 7, “Power and Performance Management.”

3.4.1 Getting Device Power Capabilities

As the OS enumerates devices in the system, it gets information about the power management features
that the device supports. The Differentiated Definition Block given to the OS by the platform boot
firmware describes every device handled by ACPI. This description contains the following information:

e Adescription of what power resources (power planes and clock sources) the device needs in
each power state that the device supports. For example, a device might need a high power bus
and a clock in the DO state but only a low-power bus and no clock in the D2 state.

e Adescription of what power resources a device needs in order to wake the machine (or none
to indicate that the device does not support wake). The OS can use this information to infer
what device and system power states from which the device can support wake.

¢ The optional control method the OS can use to set the power state of the device and to get and
set resources.
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In addition to describing the devices handled by ACPI, the table lists the power planes and clock sources
themselves and the control methods for turning them on and off. For detailed information, see Section 7,
“Power and Performance Management.”

3.4.2 Setting Device Power States
OSPM uses the Set Power State operation to put a device into one of the four power states.

When a device is put in a lower power state, it configures itself to draw as little power from the bus as
possible. The OS tracks the state of all devices on the bus, and will put the bus in the best power state
based on the current device requirements on that bus. For example, if all devices on a bus are in the D3
state, the OS will send a command to the bus control chip set to remove power from the bus (thus
putting the bus in the D3 state). If a particular bus supports a low-power supply state, the OS puts the bus
in that state if all devices are in the D1 or D2 state. Whatever power state a device is in, the OS must be
able to issue a Set Power State command to resume the device.

Note: The device does not need to have power to do this. The OS must turn on power to the device
before it can send commands to the device.

OSPM also uses the Set Power State operation to enable power management features such as wake
(described in Section 7, “Power and Performance Management.”).

For power-down operations (transitions from Dx to some deeper Dy), OSPM first evaluates the
appropriate control method for the target state (_PSx), then turns-off any unused power resources.
Notice that this might not mean that power is actually removed from the device. If other active devices
are sharing a power resource, the power resource will remain on. In the power-up case (transitions from
some Dx back to the shallower D0), the power resources required for DO are first turned on, and then the
control method (_PSO0) is evaluated.

3.4.3 Getting Device Power Status

OSPM uses the Get Power Status operation to determine the current power configuration (states and
features), as well as the status of any batteries supported by the device. The device can signal an SCI to
inform the OS of changes in power status. For example, a device can trigger an interrupt to inform the OS
that the battery has reached low power level.

Devices use the ACPl event model to signal power status changes (for example, battery status changes) to
OSPM. The platform signals events to the OS via an interrupt, either SCI, or GPIO. An interrupt status bit is
set to indicate the event to the OS. The OS runs the control method associated with the event. This
control method signals to the OS which device has changed.

ACPI supports two types of batteries: batteries that report only basic battery status information and
batteries that support the Smart Battery System Implementers Forum Smart Battery Specification. For
batteries that report only basic battery status information (such as total capacity and remaining
capacity), the OS uses control methods from the battery’s description table to read this information. To
read status information for Smart Batteries, the OS can use a standard Smart Battery driver that directly
interfaces to Smart Batteries through the appropriate bus enumerator.

3.4.4 Waking the System

The wake operation enables devices to wake the system from a sleeping or low-power idle state. This
operation must not depend on the CPU because the CPU will not be executing instructions.
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The OS ensures any bridges between the device and the core logic are in the lowest power state in which
they can still forward the wake signal. When a device with wake enabled decides to wake the system, it
sends the defined signal on its bus. Bus bridges must forward this signal to upstream bridges using the
appropriate signal for that bus. Thus, the signal eventually reaches the core chip set (for example, an ACPI
chip set), which in turn wakes the system.

Before putting the system in a sleeping power state, the OS determines which devices are needed to
wake the system based on application requests, and then enables wake on those devices in a device and
bus specific manner.

The OS enables the wake feature on devices by setting that device's SCI Enable bit or unmasking its wake
interrupt. The location of this control is listed in the device's entry in the description table. Only devices
that have their wake feature enabled can wake the system. The OS keeps track of the power states that
the wake devices support, and keeps the system in a power state in which the wake can still wake the
system (based on capabilities reported in the description table).

When the system is in a Sleeping or low-power idle state and a wake device decides to wake the system,
it signals to the core logic. The status bit corresponding to the device waking the system is set, and the
core logic resumes the system. After the OS is running again, it determines the device responsible for the
wake event by either running a control method (for wake events) or processing the device's ISR (for wake
interrupts).

Note: Besides using ACPI mechanism to enable a particular device to wake the system, an ACPI platform
must also be able to record and report the wake source to OSPM. When a system is woken from
certain states (such as the $4 state), it may start out in non-ACPI mode. In this case, the SCI status
bit may be cleared when ACPI mode is re-entered. However the platform must still attempt to
record the wake source for retrieval by OSPM at a later point.

Note: Although the above description explains how a device can wake the system, note that a device
can also be put into a low power state during the SO system state, and that this device may
generate a wake signal in the SO state as the following example illustrates.

3.4.5 Example: Modem Device Power Management

To illustrate how these power management methods function in ACPI, consider an integrated modem.
(This example is greatly simplified for the purposes of this discussion.) The power states of a modem are
defined as follows (this is an excerpt from the Modem Device Class Power Management Specification):

DO

Modem controller on
Phone interface on
Speaker on

Can be on hook or off hook
Can be waiting for answer

D1

Modem controller in low-power mode (context retained by device)
Phone interface powered by phone line or in low-power mode
Speaker off

Must be on hook
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D2
Same as D3
D3

Modem controller off (context lost)

Phone interface powered by phone line or off
Speaker off
On hook

The power policy for the modem is defined as follows:

D3 DO

COM port opened
DO0,D1 D3

COM port closed
D0 D1

Modem put in answer mode
D1 DO

Application requests dial or the phone rings while the modem is in answer mode

The wake policy for the modem is very simple: When the phone rings and wake is enabled, wake the
system.

Based on that policy, the modem and the COM port to which it is attached can be implemented in

hardware as shown in Figure 3-2. This is just an example for illustrating features of ACPI. This example is
not intended to describe how OEMs should build hardware.
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COM_D3
- v A A
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Figure 3-8 Example Modem and COM Port Hardware
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Note: Although not shown above, each discrete part has some isolation logic so that the part is isolated
when power is removed from it. Isolation logic controls are implemented as power resources in
the ACPI Differentiated Description Block so that devices are isolated as power planes are
sequenced off.

3.4.5.1 Obtaining the Modem Capabilities

The OS determines the capabilities of this modem when it enumerates the modem by reading the
modem’s entry in the Differentiated Definition Block. In this case, the entry for the modem would report:

The device supports DO, D1, and D3:

e DO requires PWR1 and PWR2 as power resources
D1 requires PWR1 as a power resource
(D3 implicitly requires no power resources)

e To wake the system, the modem needs no power resources (implying it can wake the system
from DO, D1, and D3)

Control methods for setting power state and resources

3.4.5.2 Setting the Modem Power State

While the OS is running (GO state), it switches the modem to different power states according to the
power policy defined for modem:s.

When an application opens the COM port, the OS turns on the modem by putting it in the DO state. Then
if the application puts the modem in answer mode, the OS puts the modem in the D1 state to wait for the
call. To make this power-down transition, OSPM first runs a control method (_PS1) provided in the
modem's entry to put the device in the D1 state. In this example, this control method asserts the
MDM_D1 signal that tells the modem controller to go into a low-power mode. OSPM then checks to see
what power resources are no longer needed by the modem device. In this case, PWR2 is no longer
needed. Then it checks to make sure no other device in the system requires the use of the PWR2 power
resource. If the resource is no longer needed, the OSPM uses the _OFF control method associated with
that power resource in the Differentiated Definition Block to turn off the PWR2 power plane. This control
method sends the appropriate commands to the core chip set to stop asserting the PWR2_EN line.

OSPM does not always turn off power resources when a given device is put in a lower power state. For
example, assume that the PWR1 power plane also powers an active line printer (LPT) port. Suppose the
user terminates the modem application, causing the COM port to be closed, and therefore causing the
modem to be shut off (state D3). As always, OSPM begins the state transition process by running the
modem's control method to switch the device to the D3 power state. The control method causes the
MDM_D3 line to be asserted. Notice that these registers might not be in the device itself. For example,
the control method could read the register that controls MDM_D3.The modem controller now turns off
all its major functions so that it draws little power, if any, from the PWR1 line. OSPM continues by
checking to see which power resources are no longer needed. Because the LPT port is still active, PWR1 is
in use. OSPM does not turn off the PWR1 resource. Because the COM port is closed, the same sequence
of events take place to put it in the D3 state, but the power resource is not turned off due to the LPT
dependency.
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3.4.5.3 Obtaining the Modem Power Status

Integrated modems have no batteries; the only power status information for the device is the power
state of the modem. To determine the modem’s current power state (D0-D3), OSPM runs a control
method (_PSC) supplied in the modem’s entry in the Differentiated Definition Block. This control method
reads from the necessary registers to determine the modem’s power state.

3.4.5.4 Waking the System

As indicated in the modem capabilities, this modem can wake the machine from any device power state.
Before putting the system in a Sleep or LPI state, the OS enables wake on any devices that applications
have requested to be able to wake the system. Then, it chooses the deepest sleeping or LPI state that can
still provide the power resources necessary to allow all enabled wake devices to wake the system. Next,
the OS puts each of those devices in the appropriate power state. In this case, the OS puts the modem in
the D3 state because it supports wake from that state. Finally, the OS puts the system into a sleep or LPI
state.

Waking the system via modem starts with the modem's phone interface asserting its ring indicate (RI)
line when it detects a ring on the phone line. This line is routed to the core logic to generate a wake
event. The chipset then wakes the system and the hardware will eventually pass control back to the OS
(the wake mechanism differs depending on the sleeping state, or LPI). After the OS is running, it puts the
device in the DO state and begins handling interrupts from the modem to process the event.

3.5 Processor Power Management

To further save power in the Working state, the OS puts the CPU into low-power states (C1, C2, and C3)
when the OS is idle. In these low-power states, the CPU does not run any instructions, and wakes when
an interrupt, such as the OS scheduler’s timer interrupt, occurs.

The OS determines how much time is being spent in its idle loop by reading the ACPI Power Management
Timer. This timer runs at a known, fixed frequency and allows the OS to precisely determine idle time.
Depending on this idle time estimate, the OS will put the CPU into different quality low-power states
(which vary in power and latency) when it enters its idle loop.

The CPU states are defined in detail in Section 8, “Processor Configuration and Control.”

3.6 Device and Processor Performance States

This section describes the concept of device and processor performance states. Device and processor
performance states (Px states) are power consumption and capability states within the active/executing
states, CO for processors and DO for devices. Performance states allow OSPM to make tradeoffs between
performance and energy conservation. Device and processor performance states have the greatest
impact when the states invoke different device and processor efficiency levels as opposed to a linear
scaling of performance and energy consumption. Since performance state transitions occur in the active/
executing device states, care must be taken to ensure that performance state transitions do not
adversely impact the system.

Examples of device performance states include:
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¢ A hard drive that provides levels of maximum throughput that correspond to levels of power
consumption.

e An LCD panel that supports multiple brightness levels that correspond to levels of power
consumption.

e Agraphics component that scales performance between 2D and 3D drawing modes that
corresponds to levels of power consumption.

e An audio subsystem that provides multiple levels of maximum volume that correspond to
levels of maximum power consumption.

e A Direct-RDRAM™ controller that provides multiple levels of memory throughput
performance, corresponding to multiple levels of power consumption, by adjusting the
maximum bandwidth throttles.

Processor performance states are described in Section 8, “Processor Configuration and Control.”

3.7 Configuration and “Plug and Play”

In addition to power management, ACPI interfaces provide controls and information that enable OSPM
to configure the required resources of motherboard devices along with their dynamic insertion and
removal. ACPI Definition Blocks, including the Differentiated System Description Table (DSDT) and
Secondary System Description Tables (SSDTs), describe motherboard devices in a hierarchical format
called the ACPI namespace. The OS enumerates motherboard devices simply by reading through the ACPI
Namespace looking for devices with hardware IDs.

Each device enumerated by ACPI includes ACPI-defined objects in the ACPl Namespace that report the
hardware resources that the device could occupy, an object that reports the resources that are currently
used by the device, and objects for configuring those resources. The information is used by the Plug and
Play OS (OSPM) to configure the devices.

Note: When preparing to boot a system, the platform boot firmware only needs to configure boot
devices. This includes boot devices described in the ACPI system description tables as well as
devices that are controlled through other standards.

3.7.1 Device Configuration Example: Configuring the Modem

Returning to the modem device example above, the OS will find the modem and load a driver for it when
the OS finds it in the DSDT. This table will have control methods that give the OS the following
information:

e The device can use IRQ 3, I/0 3F8-3FF or IRQ 4, 1/0 2E8-2EF
e The device is currently using IRQ 3, /O 3F8-3FF

The OS configures the modem’s hardware resources using Plug and Play algorithms. It chooses one of the
supported configurations that does not conflict with any other devices. Then, OSPM configures the
device for those resources by running a control method supplied in the modem’s section of the
Differentiated Definition Block. This control method will write to any 1/O ports or memory addresses
necessary to configure the device to the given resources.

3.7.2 NUMA Nodes

Systems employing a Non Uniform Memory Access (NUMA) architecture contain collections of hardware
resources including processors, memory, and 1/0 buses, that comprise what is commonly known as a
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“NUMA node”. Processor accesses to memory or 1/O resources within the local NUMA node is generally
faster than processor accesses to memory or /O resources outside of the local NUMA node. ACPI defines
interfaces that allow the platform to convey NUMA node topology information to OSPM both statically at
boot time and dynamically at run time as resources are added or removed from the system.

3.8 System Events

ACPl includes a general event model used for Plug and Play, Thermal, and Power Management events.
There are two registers that make up the event model: an event status register and an event enable
register.

When an event occurs, the core logic sets a bit in the status register to indicate the event. If the
corresponding bit in the enable register is set, the core logic will assert the SCI to signal the OS. When the
OS receives this interrupt, it will run the control methods corresponding to any bits set in the event status
register. These control methods use AML commands to tell the OS what event occurred.

For example, assume a machine has all of its Plug and Play, Thermal, and Power Management events
connected to the same pin in the core logic. The event status and event enable registers would only have
one bit each: the bit corresponding to the event pin.

When the system is docked, the core logic sets the status bit and signals the SCI. The OS, seeing the status
bit set, runs the control method for that bit. The control method checks the hardware and determines
the event was a docking event (for example). It then signals to the OS that a docking event has occurred,
and can tell the OS specifically where in the device hierarchy the new devices will appear.

Since the event model registers are generalized, they can describe many different platform
implementations. The single pin model above is just one example. Another design might have Plug and
Play, Thermal, and Power Management events wired to three different pins so there would be three
status bits (and three enable bits). Yet another design might have every individual event wired to its own
pin and status bit. This design, at the opposite extreme from the single pin design, allows very complex
hardware, yet very simple control methods. Countless variations in wiring up events are possible.
However, note that care must be taken to ensure that if events share a signal that the event that
generated the signal can be determined in the corresponding event handling control method allowing
the proper device notification to be sent.

3.9 Battery Management

Battery management policy moves from the APM BIOS to the ACPI-compatible OS. Batteries must comply
with the requirements of their associated interfaces, as described either herein or in other applicable
standards. The OS may choose to alter the behavior of the battery, for example, by adjusting the Low
Battery or Battery Warning trip point. When there are multiple batteries present, the battery subsystem
is not required to perform any synthesis of a “composite battery” from the data of the separate batteries.
In cases where the battery subsystem does not synthesize a “composite battery” from the separate
battery's data, the OS must provide that synthesis.

An ACPl-compatible battery device needs either a Smart Battery subsystem interface or a Control
Method Battery interface.

e Smart Battery is controlled by the OS directly through the embedded controller (EC). For more
information about the ACPI Embedded Controller SMBus interface, see Section 12.9, “SMBus
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Host Controller Interface via Embedded Controller.” For additional information about the
Smart Battery subsystem interface, see Section 10.1, “Smart Battery Subsystems.”

e Control Method Battery is completely accessed by AML code control methods, allowing the
OEM to choose any type of battery and any kind of communication interface supported by
ACPI. For more information about the Control Method Battery Interface, see Section 10.2,
“Control Method Batteries.”

This section describes concepts common to all battery types.

3.9.1 Battery Communications

Both the Smart Battery and Control Method Battery interfaces provide a mechanism for the OS to query
information from the platform’s battery system. This information may include full charged capacity,
present battery capacity, rate of discharge, and other measures of the battery’s condition. All battery
system types must provide notification to the OS when there is a change such as inserting or removing a
battery, or when a battery starts or stops discharging. Smart Batteries and some Control Method
Batteries are also able to give notifications based on changes in capacity. Smart batteries provide extra
information such as estimated run-time, information about how much power the battery is able to
provide, and what the run-time would be at a predetermined rate of consumption.

3.9.2 Battery Capacity

Each battery must report its designed capacity, latest full-charged capacity, and present remaining
capacity. Remaining capacity decreases during usage, and it also changes depending on the environment.
Therefore, the OS must use latest full-charged capacity to calculate the battery percentage. In addition
the battery system must report warning and low battery levels at which the user must be notified and the
system transitioned to a sleeping state. See Figure 3-9 for the relation of these five values.

A system may use either rate and capacity [mA/mAh] or power and energy [mW/mWHh] for the unit of
battery information calculation and reporting. Mixing [mA] and [mW] is not allowed on a system.

Designed capacity
L) AR ERREERER Last full charged capacity

””” <4+— Present remaining capacity

<+ | >

|1 €-------- OEM designed initial capacity for warning
.. _ BRI T OEM designed initial capacity for low

Figure 3-9 Reporting Battery Capacity
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3.9.3 Battery Gas Gauge

At the most basic level, the OS calculates Remaining Battery Percentage [%] using the following formula:

Battery R ining C it Ah/mWh
Remaining Battery Percentage[%] = attery Remaining Capacity [mAh/mWh * 100

Last Full Charged Capacity [nAh/mWHh]

Control Method Battery also reports the Present Drain Rate [mA or mW] for calculating the remaining
battery life. At the most basic level, Remaining Battery life is calculated by following formula:

Battery Remaining Capacity [mAh/mWh]
Battery Present Drain Rate [mA/mW]

Remaining Battery Life [h]=

Smart Batteries also report the present rate of drain, but since they can directly report the estimated run-
time, this function should be used instead as it can more accurately account for variations specific to the
battery.

3.9.4 Low Battery Levels

A system has an OEM-designed initial capacity for warning, initial capacity for low, and a critical battery
level or flag. The values for warning and low represent the amount of energy or battery capacity needed
by the system to take certain actions. The critical battery level or flag is used to indicate when the
batteries in the system are completely drained. OSPM can determine independent warning and low
battery capacity values based on the OEM-designed levels, but cannot set these values lower than the
OEM-designed values, as shown in the figure below

Full ——1 i
A Last full charged capacity

< OSPM-selected low battery warning capacity

... Waming . OEM-designed initial capacity for warning (minimum)

......... OSPM-selected low battery

B ~|:°W_ OEM-des