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Abstract

When put under stress, traditional state-machine replication pro-
tocols typically exhibit response times that by far exceed the aver-
age level of normal-case operation. The common way to mitigate
such overload-induced tail latency is to overprovision computing
and network resources. However, this method often leads to large
amounts of resources left unused over extended periods of time,
especially in application scenarios in which high loads are mostly
limited to short phases. In this paper, we circumvent the need for
overprovisioning with IDEM, a replication protocol specifically de-
signed to process client requests with low latency even during load
spikes. Most notably, IDEM replicas avoid overload by proactively
rejecting requests in a collaborative manner. In contrast to cen-
tralized overload-prevention strategies, the collaboration among
replicas allows IDEM to always timely notify clients about rejections
of their requests, not only under favorable conditions but also in
the presence of replica crashes.
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1 Introduction

State-machine replication [63] enables a system to tolerate server
crashes by maintaining the state of an application on multiple ma-
chines and keeping it consistent using a replication protocol [44,
56]. Providing fault tolerance for latency-sensitive applications
(e.g., navigation services, key-value stores, or online games) re-
quires replicated systems that are able to consistently maintain
low and stable response times. In practice, accomplishing this goal
is inherently difficult due to the phenomenon of tail latency [26],
which refers to the existence of cases or phases over the course
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of a system’s lifetime in which the achieved latency exceeds the
average response time by multiple factors or even magnitudes.

With progress depending on only a quorum of replicas (instead
of all servers), replicated systems in general have advantages when
it comes to masking disruptive factors that typically slow down
individual replicas at a time (e.g., hardware issues) [26]. However,
the same does not apply to causes of tail latency that affect the entire
replica group, such as periods of overload during which a large
number of requests are concurrently issued to the replicated service.

Unfortunately, traditional replication-protocol designs [44, 56]
usually do not take overload scenarios into account. As a conse-
quence, replicated systems commonly provide two distinct tiers
with regard to their service quality: (1) During times of low and
medium utilization, clients on average experience comparably low
response times. (2) Once the demand exceeds the saturation point,
requests start to queue up and as a result end-to-end latency sky-
rockets [3, 62], thereby severely impacting clients across the board.
The traditional way to reduce the risk of the latter is overprovi-
sioning computing and network resources [26]. However, this is
not only costly but also wastes significant amounts of resources in
the common case of the overload being limited to relatively short
phases, with long stages of lower utilization in between.

In this paper, we address the problem of load-induced tail latency
in replicated systems by presenting IDEM, a state-machine replica-
tion protocol that effectively prevents overload and hence offers
clients a third option. Specifically, when the utilization of the repli-
cated service is high, IDEM replicas proactively (and with low la-
tency) reject some of the incoming requests to keep the load at a
manageable level without the need for overprovisioning resources.

As a special property, IDEM’s overload-prevention mechanism op-
erates in a collaborative manner, meaning that replicas reach individ-
ual decisions on the rejection of requests, instead of delegating this
task to a dedicated load balancer or replica (e.g., the leader). Thus,
in contrast to solutions that only put a particular entity in charge
of preventing overload, IDEM’s collaborative method does not com-
prise a single point of failure and is able to continuously deliver
rejection notifications with low latency, even during leader crashes.

While being effective in many applications, our approach reaches
its full potential in conjunction with semi-autonomous clients. Such
clients achieve their highest degree of efficiency when using the
replicated service, but are equipped with a (less powerful) local
fallback procedure they can resort to in case their requests are re-
jected. Typical examples of this kind of procedure include auxiliary
navigation subsystems in unmanned vehicles [36, 65] or movement
prediction algorithms in multiplayer online games [69].

In particular, this paper makes the following contributions:
(1) It presents IDEM, a crash-tolerant replication protocol that relies
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on collaborative overload prevention to deal with load-induced
tail latency. (2) It shows how to implement our collaborative ap-
proach in such a way that it effectively keeps response times stable,
is robust against replica crashes, and incurs only low overhead.
(3) It experimentally evaluates IDEM in comparison with state-of-
the-art replication protocols.

2 System Model

As shown in Figure 1, we target distributed systems that are com-
posed of two parts: (1) a replicated service at the core and (2) a
(potentially large) number of semi-autonomous clients at the edge
that regularly access the replicated service (sending one request
at a time) to perform their tasks. The provided application is time-
sensitive, so the service’s results are only of use if clients receive
them in a timely manner. However, if necessary clients can fallback
on internal computation to achieve an adequate, if inferior, result,
for example when the replicated system is unavailable.

2.1 Replicated Service at the Core

Our approach targets data-center environments in which the net-
work commonly experiences long phases of synchrony. Nodes, that
is replicas and clients, are linked via fair-loss point-to-point con-
nections [16], meaning that message losses and network partitions
may occur, but (by retransmitting messages) two correct nodes
will eventually be able to communicate with each other. To ensure
service availability, the system at the core relies on a state-machine
replication protocol that tolerates up to f replica crashes, with f in
our data-center use cases usually being low (e.g., f < 2).

When deploying such a protocol, resources need to be considered
carefully. While dimensioning the system for the maximum load or
even overprovisioning guarantees a good and stable performance,
this strategy also often results in resources being wasted [21, 64].
Underprovisioning resources, on the other hand, for many applica-
tions leads to a better utilization and suffices most of the time, but
it hinders a system from handling bursts of high loads.

2.2 Semi-Autonomous Clients at the Edge

The clients at the edge of our system comprise a mechanism that
allows them to fallback to internal computation and retain basic
functionality during phases in which, due to temporary network
unreliability, they cannot reach the replicated service. While this
allows clients to make rough decisions on their own, the outputs of

Figure 1: Basic system architecture
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the replicated service offer a significantly better quality of service.
Additionally, the internal fallback computation has disadvantages
such as a high resource consumption or bad user experience, so
it should only be activated when necessary. Overall, this means
that (1) timely results from the replicated service should be used if
available and (2) it is beneficial for a client to know early whether
the service cannot provide this timeliness, as the client then can
promptly activate its fallback measures.

2.3 Example Applications

As shown by the following examples, several real-world application
scenarios fit our targeted system model and architecture.

Robot Warehouse. In the first example, semi-autonomous robots
transporting goods inside a warehouse act as clients, while a repli-
cated service is responsible for route planning and coordination of
the robots. For this purpose, the service maintains the last known
position and destination of each robot and collects information
about other important events (e.g., blockages or robot failures).
With this holistic approach, it can route the robots very efficiently,
minimizing congestion and travel-path length. However, as robots
continue to move, the instructions of the service quickly become
outdated and are of little to no use after a certain period of time. To
tolerate phases of service unavailability, the robots are integrated
with sensors such as Lidar [50] which allow them to navigate au-
tonomously. Nevertheless, since a robot has no internal knowledge
of the other robots’ routes or of obstacles outside its own sensors’
field of view, navigation relying on sensors is usually inferior to a
timely result of the replicated service.

Live Data. To provide a seamless experience to users of Web
applications such as chat programs or newsfeeds, short delays
in service accesses should be masked by the client side (e.g., by
temporarily displaying old data [67]), whereas long delays should
be signaled to the user (e.g., via a loading animation or, in the worst
case, an error message). In this context, it is essential for the client
logic to be able to distinguish the first case from the second, as
for example the frequent displaying of brief loading animations
typically results in user frustration. Hence, there is generally great
benefit in Web clients knowing early whether or not the replicated
service is currently able to provide a timely result.

Massive Multiplayer Online Gaming. In massive multiplayer on-
line gaming, only the servers know the exact positions and actions
of all participants, but clients can use previous data to roughly pre-
dict player and object movement if there is no timely result from the
service [69]. However, the movement prediction cannot consider
sudden changes in direction and furthermore leads to additional
computation than can decrease the performance of the game, and
thus hamper the user experience. Consequently, this local fallback
mechanism should only be resorted to when necessary. Besides,
in online gaming there can be a very large number of concurrent
clients (i.e., players) as well as a high fluctuation of clients and
client numbers, as players may log in and out of a game frequently.
Overall, this increases the danger of the server side being subjected
to (sudden) overload bursts.
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3 Problem Statement

In this section, we analyze the issues time-sensitive replicated ap-
plications face in the presence of overload. Furthermore, we outline
our solution to address these problems.

3.1 State of the Art

To examine their behavior under load, we conducted experiments
with different state-of-the-art state-machine replication protocols;
for details please refer to Section 7. In all cases, the protocols
showed a similar reaction as the one recorded from Paxos [43],
which is plotted in Figure 2. As illustrated by these measurements,
the quality of service perceived by clients can be categorized into
two tiers: (1) If the system is in a healthy state and faces small or
medium load (marked by the green area), clients receive timely
responses from the replicated service. We define this as the good
tier. (2) In an overload situation, however, the latency in these
systems can be dramatically higher than expected. A client will
either get a late result that is no longer of use, or receive no
response at all before running into a timeout. Such issues are
characteristic of the red area and hence referred to as bad tier.

3.2 Challenge: Improving the Bad Case

Our goal in this paper is to offer clients of replicated systems a new
middle tier with regard to the quality of service. By providing clients
with timely notifications if the system is currently under high load
and unable to provide a timely result, clients knows early enough
when to switch to their own fallback mechanisms to still provide an
adequate result. With this, we aim to minimize the bad case when
clients obtain no useful results at all. We achieve this by introduc-
ing proactive rejection, a systematic way to monitor and actively
reject requests before a system reaches an overload state, thereby
allowing a system to maintain more stable response times.

Please notice that our focus in this paper is on preventing
overload-induced tail latency, meaning that our approach is not
designed to tackle other causes of tail latency (e.g., delays during the
request execution at the application level). Consequently, we do not
guarantee hard worst-case bounds on the provided latency, which
for our clients does not pose a problem, because they can always
resort to their fallback mechanism. Also, although the names may
suggest otherwise, proactive rejection is not related to the concept
of abortable consensus [8], as further discussed in Section 8.
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Figure 2: Behavior of existing replication protocols. Data
points depict the average latency and standard deviation.
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Figure 3: Impact of a leader crash on rejections in Paxosy gg.

3.3 Why Not Simply Let the Leader Reject?

With the leader replica in protocols such as Paxos coordinating the
consensus process for requests, our first intuition was to implement
proactive rejection by putting the leader in charge of deciding which
requests to reject. Although effective during normal-case operation,
this leader-based rejection (LBR) unfortunately turned out to have
a major drawback when it comes to view changes. Specifically, as
shown in Figure 3, a crash of the leader means that clients neither
receive a result nor a rejection notification until the view change is
complete and clients performed a successful fail-over to the new
leader. Given this significant period of uncertainty, such system be-
havior falls into the bad tier and hence rules out LBR as technique for
our target use cases, for which we strive for a more robust solution.

Notice that for several reasons it is not straightforward to ad-
dress the view-change problem by extending LBR to involve ad-
ditional replicas: (1) Follower replicas in crash-tolerant protocols
(during normal-case operation) typically do not directly interact
with clients and thus only have limited knowledge about the amount
of incoming requests. Similarly, resorting to a rotating-leader pro-
tocol [5, 53, 73] is not an option, as the continuous leader changes
make it inherently difficult to assess the anticipated load of the
entire system at a single replica. (2) Independent of whether the
leader of the next view is chosen via election [56] or statically
defined by the view number [43], a replica can only become the
new leader once a majority of replicas in the system considers a
view change to be necessary. That is, a new leader must not decide
on rejecting client requests until having confirmation that a view
change will actually take place. (3) View-change timeouts usually
represent comparably large periods of time (e.g., Ongaro et al. [56]
recommend the view-change timeout to be at least a magnitude
larger than the broadcast time, other replicated systems use view-
change timeouts of multiple seconds [11, 40]). Thus, any attempts
to extend LBR to other replicas either result in significant delays
(in case the timeout is respected) or are no longer leader-based (in
case a follower acts before the timeout expired).

To avoid the issues associated with leader-based strategies, we
design proactive rejection as a collaborative approach in which each
replica monitors the system’s load independently and for every
request decides whether to accept or reject it. As a key benefit, this
enables a replicated service to provide clients with timely rejection
notifications even during view changes.

3.4 Requirements

Leveraging the insights gained from our problem analysis in the
previous sections, we identify the following requirements for a
mechanism providing proactive rejection:
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o Effectiveness. Whenever its replicated service is subjected
to request bursts, the rejection mechanism should preserve
the system from reaching an overload-state, thereby avoiding
overload-induced tail latency. Ideally, this goal is achieved
while at the same time sustaining a high throughput of suc-
cessfully processed client requests.

o Robustness. To give clients the chance of a prompt reaction,
the mechanism should deliver rejection notifications in a
timely and stable manner. Apart from normal-case operation,
this should also be true under disruptive conditions (e.g., view
changes, misconfigured rejection thresholds, phases of ex-
treme load). This implies that the mechanism must operate
in a decentralized manner and not comprise a single point of
failure such as a dedicated replica or external load balancer.

e Low Overhead. Taking effect at high load levels, the mecha-
nism itself should incur as little overhead as possible, both in
terms of performance as well as network traffic. In particular,
the mechanism must not prevent the replicated system from
reaching saturation.

In the next section, we provide details on how we satisfy these
requirements in IDEM by directly incorporating proactive rejection
into the design of a replication protocol.

4 IbpEM

This section presents IDEM, a crash-fault tolerant state-machine
replication protocol specifically designed to reduce overload-induced
tail latency by actively rejecting requests under high load.

4.1 Collaborative Overload Prevention

Compared with traditional state-machine replication protocols, in
which the interaction between clients and replicas is typically lim-
ited to the exchange of requests and replies, IDEM introduces a third
type of message (REJECT, id) which a replica can send to inform
the client about the id of a submitted request that the replica has
opted not to process any further. This decision is made by each
replica individually (i.e., without coordinating with other replicas)
and based on an acceptance test performed on each request.

As shown in Figure 4, after multicasting its request to all replicas,
an IDEM client waits for a response, which may come in one of two
forms. If the request has been accepted (and therefore agreed on and
ordered by IDEMm), the client is provided with a regular REpLY and
can complete the operation. On the other hand, in case the client
receives REJECTs from at least n — f of the n replicas, it abandons
the operation and resorts to a local fallback mechanism to handle
the temporary unavailability of the replicated service. As described
in Section 2, the clients in our target use cases are equipped with
such fallback procedures, and thus remain operational even if some
of their requests are rejected.

We use the term “collaborative” for our approach to emphasize
the concerted effort of IDEM’s replicas in preventing overload, and
to underline that the approach neither delegates the task of rejecting
requests to a single replica nor requires replicas to reach consensus
on rejection decisions. The latter is crucial because a solution to
relieve pressure on an agreement protocol itself should not require
additional agreement between replicas.
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Figure 4: Collaborative overload prevention: Replicas use
acceptance tests to decide whether or not to process requests.

Replica 3

Collaboration in IDEM includes the guarantee that a request will
be executed once it has been accepted by (at least) one correct
replica, even if there are other replicas at which the acceptance
test was negative. To ensure this, having accepted a request, a
replica is responsible for keeping the request available in the sys-
tem and (if necessary) relaying it to other replicas. IDEM replicas
meet this requirement by relying on a forwarding mechanism that
incurs negligible overhead due to using lazy propagation, caching
recently rejected requests, and offering to relay requests on de-
mand. For better understandability, we defer the specifics of the
forwarding mechanism to Section 5, in which we also discuss the
semantics and provided guarantees of our collaborative overload
prevention approach in a detailed and more formal manner.

4.2 Protocol Overview

IDEM is a leader-based protocol that requires 2f + 1 replicas to
tolerate up to f replica crashes. As shown in Figure 5, it inte-
grates collaborative overload prevention as a preceding protocol
phase (REQUIRE), which is followed by a two-phase Paxos-style
agreement process (PROPOSE and CommIT). Implementing overload
prevention in the form of an individual phase offers the key benefit
of applying a clean separation of concerns, leaving the properties
of the agreement algorithm unaffected. Furthermore, it also makes
it easier to combine our approach with other consensus protocols,
however the specifics of doing so are outside the scope of this paper.

IDEM clients access the replicated service by submitting their re-
quests to all replicas in the system. This design decision has several
advantages: (1) As explained in Section 4.1, it enables replicas to
perform collaborative overload prevention by individually deciding
on the acceptance of incoming client requests. (2) It avoids a com-
mon bottleneck [12] in many traditional replication protocols in
which the leader is responsible for distributing requests to the rest
of the replica group and hence the leader’s network link is at risk
to quickly become saturated, especially when the service workload
consists of large requests. In contrast, with IDEM clients directly
sending their requests to all replicas, IDEM replicas can perform the
agreement on request ids instead of full requests (see Section 4.3).
Due to request ids in most use cases being several magnitudes
smaller than full requests, this approach mitigates another common
cause of load-induced tail latency. (3) It allows IDEM replicas to
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Figure 5: Protocol phases of IDEM.

garbage-collect old requests and consensus state without the need
for further coordination among each other (see Section 4.4), which
is particularly beneficial during periods of high system load.

The following sections describe the individual protocol parts
of IDEM in more detail: First the request handling, and then the
garbage collection and view-change mechanisms.

4.3 Request Handling

To issue a request, a client sends a (REQUEST, id, command) mes-
sage containing the actual command and a unique request id to all
replicas. As is the case for many replication-protocol implemen-
tations [11, 43], IDEm assumes that each client has at most one
pending request at a time and that the request id consists of a tuple
(cid, onr), with cid being a static client identifier and onr a client-
specific operation number which increases for each new request
the client submits. Consequently, replicas can use the operation
number to distinguish a client’s latest request from older ones.

Upon receiving a request, a replica uses a local acceptance test to
decide whether to accept or reject the request based on the current
load. This acceptance test is independent of the rest of the IDEm
protocol and can be tailored to specific use cases (see Section 5.1).
If a replica rejects the request, it immediately sends a (REJECT, id)
message to the client, without taking further action. Otherwise, the
replica stores the request locally and by means of IpEm’s forward-
ing mechanism ensures that eventually all replicas in the system
learn about the accepted request (see Section 5.2). If a replica re-
ceives such a forwarded request, it accepts the request (if it has
not already done so) regardless of the current load. As each replica
accepts at most r client-issued requests at the same time, the total
number of active requests in the system is limited to rpuax = n X7,
with n being the total number of replicas.

After accepting a request (either from a client or via a forward),
the replica sends a (REQUIRE, id) message with the request’s id to
the current leader. For each request id, the leader waits for f + 1
REQUIRES before it proposes the request. This ensures that at least
one correct replica has knowledge of the request and can potentially
forward it to the other replicas, providing liveness in the presence
of replica failures. Note that the leader itself does not need to be
among those f + 1 replicas. To propose a request id, the leader
of view v assigns it a unique sequence number sqn and sends a
(PROPOSE, id, sqn, v) message to all replicas.
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Once a replica receives a PROPOSE from the leader, it stores the
message, sends a (COMMIT, id, sqn, v) message to all replicas, and
waits for a total of f+1 CommiTs (including its own; the leader’s pro-
posal counts as a commit). Having obtained the necessary commits
as well as the corresponding request (either directly or after a for-
ward), a replica executes the request and (in case of the leader) sends
a (REPLY, id, result) to the client. Now, the request is no longer con-
sidered active and the replica can accept a new request in its stead.

4.4 Checkpointing and Garbage Collection

For improved efficiency, IDEM executes multiple consensus instances
in parallel, organized in a fixed-size window that defines the range
of sequence numbers that a replica is currently working on. To
shift the window forward, IDEM relies on periodic checkpoints stor-
ing the current state of the application together with important
metadata such as the highest executed request id for each client,
which is used for duplicate detection. The creation of a checkpoint
enables the garbage collection of the included requests and their
corresponding consensus instances, allowing to move the window.
These checkpoints can then be used to bring lagging replicas up to
date without the need to replay the included requests.

While, in theory, requests can be deleted as soon as they are
included in a checkpoint, both the creation and application of a
checkpoint are often costly compared to the regular execution of a
request. Hence, it is practical to wait until at least f+1 replicas have
executed a request before deleting it, to ensure that sufficient up-to-
date replicas can continue to participate in the consensus protocol
(even in the presence of temporary message loss) without the need
to apply a checkpoint. In IDEM, replicas can determine this via
the information about the currently active requests that is used for
overload prevention, and which serves as implicit notification of the
other replicas’ progress, without the need for exchanging additional
messages between replicas. For this purpose, the window size w
must be at least as large as the number of concurrently allowed
requests rmax = n X r. Assuming this relation, a replica knows that
it can discard old requests and consensus instances and move its
window as soon as it receives new proposals (or commits) with
a sequence number sqn > sqnjy., + 'max, With sqnj,,, denoting
the current start of the window. This indicates that at least f + 1
replicas must have executed these old requests (removing them from
the number of active requests) in order to accept new ones.

As a key benefit, this approach permits IDEm to omit superfluous
checkpoint or progress messages during normal operation. Only
when a replica is lagging behind, it explicitly asks another replica
for the newest checkpoint to catch up.

4.5 View Change

As aleader-based protocol, IDEM includes a view-change mechanism
to reassign the leader role after a crash. To detect a crashed leader,
each replica starts a view-change timer when a request has not been
executed for a certain amount of time. This timer is stopped as soon
as the replica perceives progress, for example by means of a new
commit or checkpoint. If this is not the case and the timeout expires,
however, the replica assumes that the current leader has crashed
and abandons its current view u. From that point on, the replica
ignores any messages concerning v and older views, so there will be
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no more changes in its window regarding these views. Additionally,
the replica restarts the view-change timer as a safeguard in case
the current view change is not successful.

Having abandoned a view v, a replica requests a view change
by multicasting a (VIEWCHANGE, v;, proposals) message which in-
cludes the target view v; = v + 1 and the current proposal win-
dow. The same happens when a replica receives f + 1 matching
VIEwWCHANGES, indicating that the current view does not have
enough support to maintain progress. The leader of the new view
stores the latest VIEWCHANGE message of each replica, waits for
f + 1 matches, and then merges them to update its own window,
finally re-proposing the included requests for the new view.

5 Overload-Prevention Details

With collaborative overload prevention being IDEM’s core means
to target overload-induced tail latency, in this section we provide
further details on the mechanism. Apart from discussing design
choices and possible optimizations, we also precisely define the
semantics it provides to clients.

5.1 Acceptance Test

Whenever an IDEM replica receives a new request from a client, it
relies on an acceptance test to decide whether to accept or reject
this request. We do not put any restrictions on how exactly this
decision is reached and which checks or criteria the acceptance test
might involve. As key benefit, this makes it possible to tailor the
acceptance test to one’s use-case application, system environment
and workload characteristics.

Non-Determinism. In contrast to many other auxiliary functions
used in replicated systems (e.g., methods to determine the state
partition(s) accessed by a request during execution [29, 47]), the
acceptance test in IDEM does not have to be deterministic. That
is, when a client invokes the same request on different replicas
or at different points in time, each replica may return different re-
sults. This additional flexibility is enabled as a result of two specific
properties of our approach: (1) The decision to accept or reject a
particular request does typically not mainly depend on the request
itself. Instead, it is commonly based on the question whether or
not the system currently has enough resources to handle additional
requests without overloading. (2) As a consequence of network
asynchrony and non-uniform distances between clients and repli-
cas, replicas in general receive requests at different points in time,
and hence also perform the acceptance test on separate occasions.
Without additional coordination between replicas, which as dis-
cussed in Section 4.1 would be impractical, this means that during
periods of varying load replicas are likely to draw diverging con-
clusions anyway. Hence, we decided to enlarge the design space
for acceptance tests and allow non-deterministic implementations.

Active Queue Management. In its basic form, it is sufficient for
a replica to simply store accepted client requests in a queue while
they are in progress, and reject all subsequent requests while the
length of this queue reaches the configured threshold. In the context
of queue management, this technique is known as “tail drop”. While
providing adequate performance, tail drop’s efficiency significantly
depends on the traffic variability and is especially problematic in
high-load scenarios [13]. Hence, for our implementation of IDEM,
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we took inspiration from another essential technique: active queue
management [2]. Here, requests are not only dropped after the
threshold has been reached but to a certain probability already
before that, providing a more stable outcome.

Additionally, we want to help replicas reach a unanimous deci-
sion on the acceptance/rejection of requests, as this avoids scenarios
in which requests are only accepted at a single replica and block
a request slot until the timeout-based forwarding mechanism is
triggered. To achieve this, our acceptance test uses the following
rules: Each client is assigned a group number, with a maximum of
r clients being in the same group (r the number of concurrently ac-
cepted client-issued requests). These groups are now assigned time
slices with one group being prioritized in each slice. This way, only
up to r clients are prioritized at the same time. When the num-
ber of active requests rpo reaches a certain threshold (e.g., 60%
of r), a replica starts differentiating between prioritized and non-
prioritized clients. If a request arrives from a prioritized client, it is
treated as in tail drop and accepted unless the maximum is reached.
Non-prioritized clients, however, use active queue management
and are rejected with a probability p = ruow/r. Replicas employ a
pseudo-random function with the same seed for each request,
further increasing the chance of reaching the same decision.

While a perfect unanimity between replicas due to differences in
local clocks, scheduling and message arrival is highly unlikely, this
nevertheless assists replicas in reaching a more global decision on
request acceptance, especially under high load. Section 7.7 shows
the effectiveness of this technique, particularly in the presence
of replica failures. Additionally, this mechanism achieves fairness
amongst clients as each client is regularly part of the prioritized
group and has a high chance of getting their requests accepted. In
our evaluations, this results in all clients having a similar share of
accepted and rejected requests over the runtime of an experiment.

Further Options. Depending on the application and/or environ-
ment, other decision criteria could include for example different
request priority categories or an analysis of the request depending
on the estimated resource costs.

5.2 Forwarding Mechanism

Although conducting the acceptance test for requests independently
of each other, as a group replicas cooperate to provide the following
guarantee (see Section 6.2 for proof):

PROPERTY 5.1 (LIVENESS). If a client request is accepted by at
least one correct replica, the request will be eventually agreed on and
executed by all correct replicas in the system.

In order to guarantee that the overall replicated system meets this
requirement, after having accepted a client request a replica’s for-
warding mechanism is responsible for keeping the request available.
An IpEM replica achieves this by relaying the request to other repli-
cas, thereby ensuring that all correct replicas eventually are in
possession of the request, including those that had not directly
received the request from the client (e.g., due to network issues)
or that previously rejected and discarded the request. However, as
naively forwarding all accepted requests would put an unneces-
sary strain on replicas, IDEM’s forwarding mechanism applies the
following optimizations to minimize overhead:
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Delayed Forwarding. In practice, forwarding does not necessarily
have to be performed immediately after the acceptance of a request.
Instead, it can be delayed until the expiration of a timeout and only
performed in case the corresponding request is not fully processed
in the meantime. This time-based relaying of requests is limited to
the rare scenarios in which a request is only available on f replicas.

Caching of Recently Rejected Requests. Replicas in IDEm do not
simply discard a request once they rejected it. As there is a chance
that this request is accepted by other replicas, it might still be
agreed on, which is why replicas in IDEM store a limited number of
recently rejected requests in a cache, thereby reducing the number
of required forwarded requests.

Request Fetching. IDEM allows replicas to explicitly ask for the
forwarding of a particular request by sending a (FETCH, id) message
to another replica. Specifically, a replica uses this option when the
agreement process commits the id of a request that the replica
at this point does not own (e.g., due to not having received the
request or already having removed it from its recently rejected
cache). Request fetching enables lagging replicas to quickly catch
up without having to wait for the forward timeout, and it also
removes the need to proactively forward requests that have already
been executed but are not included in a checkpoint.

5.3 Client-Side Semantics

Combined with Property 5.1, the fact that replicas individually
decide on the acceptance/rejection of a request may result in clients
being able to observe different scenarios, which as further discussed
below are not all mutually exclusive.

e Success: Once a client receives a REPLY to its request, the
client has proof that the request was accepted by at least
one correct replica, completed the agreement process, and
consequently either already has been or eventually will be
executed by all correct replicas. As a result, the client is
allowed to use the reply and consider the operation finished.

e Ambivalence: As soon as a client has obtained n — f RE-
JECTs from different replicas, there is some indication that
its request might not be processed. Whether or not this is
the case depends on the reaction of the remaining f replicas
from which the client has not heard of yet. However, with up
to f replicas possibly having crashed, at this point there is no
guarantee that the client will receive additional responses in
the future. Hence, the client needs to make a decision based
on the partial information it possesses at this point.

Failure: If a client is able to collect n REJECTsS, it has con-

firmation that its request was rejected by all replicas in the

system and hence will not be executed. Based on this knowl-
edge, the client immediately aborts the operation and resorts
to its fallback mechanism.

Our approach ensures that after having submitted its request to the
replicated service, a client will eventually end up in one of these
three scenarios (see Section 6.3). While the success and failure
states are final and entail direct and definitive actions regarding the
completion/abortion of the operation, the ambivalence state offers
some flexibility on how the client decides to react:
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e Pessimistic client implementations minimize rejection
latency by immediately aborting an operation if the first
n — f responses from replicas are all REJECTS.

e Optimistic client implementations delay their reaction
for a certain (configurable) amount of time in the hope to ob-
tain further responses (i.e., a late reply or f REJECTS) in order
to subsequently switch to the success or failure scenario. If
this strategy is not successful, the client aborts the operation
after a timeout. Compared with the pessimistic variant, this
approach trades off a potentially higher rejection latency for
an improved success rate of operations.

The outlined pessimistic and optimistic approaches represent the
two ends of an entire spectrum of possible client-implementation
variants. Additional and more complex decision strategies are con-
ceivable. One optimization, for example, is to extend the optimistic
approach with a warning to the user-side application upon receiv-
ing the n — fth ReJecT. This provides a client with the opportunity
of being able to start fallback preparations early, while (in the back-
ground) still waiting for a late reply to arrive.

Independent of the particular strategy, if a client aborts an oper-
ation while being in the state of ambivalence, there can be cases
in which the operation nevertheless is eventually executed by
IpEMm, for example if the client’s request has been accepted by
a single replica that temporarily got disconnected from the rest
of the group. Such scenarios do not pose an additional problem
since they can occur in replicated systems anyway. Specifically, if
a temporary network partition occurs between a client and IDEM
while the client submits a request, there may be uncertainty at
the client with regard to whether or not its request reached the
system and was processed there. A common way used by tradi-
tional clients to handle such situations is to issue a subsequent
probe request once the network partition is resolved. For example,
if the client of a key-value store is uncertain about the execution
of a write, a subsequent read to the same key brings clarity. If de-
manded by the application, the same techniques can be used by
clients to remove uncertainty in the context of IDEM.

In both the ambivalence and failure state, the client can resort
to its fallback mechanism and make decisions independent of the
replicated system. If an application requires state to be shared
between the client and the server, this can cause these two states
to diverge, especially if the system is under an overload situation
and rejecting requests for a prolonged amount of time. To avoid
such divergence affecting the service quality, applications in IDEm
can mitigate this in numerous ways, for example by using aging
mechanisms and giving stale data less weight, or by monitoring a
client’s state via external means.

6 Correctness

With our approach to overload prevention not affecting the inter-
nals of the consensus algorithm (see Section 4.2), in this section we
focus on aspects that are specific to IDEm. In particular, this includes
correctness arguments for IDEm’s implicit garbage collection, the
liveness property ensured by its forwarding mechanism, and IDEm’s
client-side semantics.
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6.1 Implicit Garbage Collection

THEOREM 6.1. Assuming rmax <= w and a window W starting
at sqn, a replica can discard the oldest request in W once it receives a
consensus instance with sequence number sqn + rmax.

Proor. To propose a new request (Rpew, Sqn + rmax ), the leader
first waits for f + 1 REQUIREs. That means that at least f + 1 replicas
have accepted Ry, and at that point had less than rp,qx active re-
quests. As a replica only removes a request from this set once it has
been executed, at least f + 1 replicas must have executed a request
(Ro1d, sqn). A replica can now safely discard all requests up to this
sequence number and move the window start forward to sqn+1. O

6.2 Server-Side Liveness

THEOREM 6.2 (CF. PROPERTY 5.1). If a client request is accepted
by at least one correct replica, the request will be eventually agreed
on and executed by all correct replicas in the system.

Proor. If a replica accepts a request, the replica hands the re-
quest over to the agreement protocol, and furthermore adds the re-
quest to a local set of accepted requests whose contents the replica
periodically multicasts to all replicas in the system. This imple-
ments a reliable-broadcast mechanism [16] which for the fair-loss
point-to-point connections in our system model (see Section 2.1)
guarantees that if the sending replica is correct, the request will
eventually be received by all correct replicas. As replicas automat-
ically (i.e., without conducting an acceptance test of their own)
accept requests that are relayed by other replicas, all correct repli-
cas eventually instruct the agreement protocol to order the request.
With all correct replicas endorsing the request, independent of
the specifics of the consensus protocol, the request is eventually
agreed on and executed by all correct replicas in the system.

The reliable-broadcast mechanism only takes effect for requests
contained in a replica’s set of accepted requests. Due to a replica
solely removing requests from this set that are already included in
a stable checkpoint in the replica’s possession, garbage collection
does not interfere with the requests’ agreement and execution. O

6.3 Client-Side Liveness

THEOREM 6.3. If a correct client issues a request to the repli-
cated service, the client eventually will reach one of the three states:
success, ambivalence, or failure.

Proor. In accordance with our system model, the request dis-
tributed by a correct client is eventually received by all correct
replicas in the system, potentially after one or more retransmis-
sions (see Section 2.1); for the same reason, responses sent by correct
replicas eventually arrive at a correct client. Correct replicas per-
form the acceptance test for each new request they receive, which
leaves two cases: (1) If at least one of the correct replicas accepts
the request, Theorem 6.2 ensures that the request will be executed
by all replicas and therefore the client will eventually be provided
with a reply, hence reaching the success state. (2) If n. replicas in
the group are correct and none of them accepts the request, the
client will eventually receive at least n. RejecTs from these replicas
and consequently either enter the ambivalence state (n. > n — f)
or the failure state (n. = n). These two cases are exhaustive. O
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THEOREM 6.4 (LIVENESS). If the probability of passing the accep-
tance test is lower-bound by p > 0 for every request (even if the system
is saturated) and a correct client issues infinitely many requests, it
will reach the success state infinitely many times with probability 1.

Proor. For a newly issued request to be processed in a timely
manner and lead to the success state, f + 1 replicas need to accept
this request. According to the assumption that a replica accepts a
request with probability p > 0, the probability for a client’s request
being successful is hence pf *+1 > 0. Using the second Borel-Cantelli
lemma [24] and with individual requests of a client being indepen-
dent, this ensures that, given infinitely many requests, the probabil-
ity that infinitely many of them will reach the success stateis 1. O

In a typical real-world system environment, the assumption of
a non-zero probability for a request passing the acceptance test is
justified. A live system regularly processes requests and can accept
new ones, even while saturated. Due to variation (e.g., in scheduling
or processing time of requests), this happens in non-deterministic
intervals. Additionally, the network latency usually behaves non-
deterministic as well. A newly issued request hence reaches the
system at an essentially random point in time regarding the load
and capacity of the system. As long as the acceptance test does not
directly discriminate against specific clients or requests, this results
in each request having an above-zero probability of reaching the
system at the right moment and being accepted in the next slot.
Note that this probability substantially varies based on the current
load situation: Without overload, the probability is mainly 1, but it
can drop significantly for severe overload situations.

For acceptance tests that use a prioritization scheme (such as
the implemented version of active queue management) and hence
do occasionally discriminate against certain clients, the argument
still applies as long as the prioritization scheme itself is fair and
regularly assigns each client to the prioritized group.

Also, if a client has a request it requires to be processed by the
replicated service, Theorem 6.4 ensures that a single request is
eventually processed when being continuously resubmitted.

7 Evaluation

In this section, we evaluate collaborative overload prevention in
IDEM, investigating the impact of different configurations and load
levels, and comparing our solution to the state of the art. For this
purpose, we distinguish between four main systems: (1) IDEm refers
to the Java implementation® of our protocol as presented in Sec-
tions 4 and 5. (2) IDEM,,,pR denotes IDEM with a disabled rejection
mechanism, meaning that the system does not perform proactive
rejection and therefore is not protected against overload. As a key
benefit, this setting allows us to investigate the impact of the collab-
orative overload prevention itself. (3) Paxos represents an imple-
mentation of Kirsch and Amir’s Paxos variant [43], which relies on
a steady leader and hence is directly comparable to IDEm. Sharing
the same code base with IDEM, this Paxos implementation enables
us to precisely analyze the effects of the replication protocol on per-
formance. (4) BFT-SMaRt is a widely used replication library [11],
which we configure to run in its crash-fault tolerant setting. Based

!The prototype is publicly available under https://doi.org/10.5281/zenodo.13847918
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Figure 6: Performance comparison under increasing load.

on BFT-SMaRt, we are able to study how a production-grade imple-
mentation reacts to overload. We configure all four systems (e.g.,
batch size, checkpoint intervals) beneficial to the corresponding
protocol to allow for a fair comparison.

7.1 Experimental Environment

We conduct our experiments using the YCSB [25] benchmark with
an update-heavy workload. The application is a key-value store
and thus represents a typical example of a time-sensitive system
that is either directly or indirectly used as replicated service in our
target use cases such as the ones described in Section 2.3. Replicas
run on a cluster of three servers (Intel Xeon CPU E3-1275 v5 @ 3,60
GHz, 16GB RAM), while clients are hosted on a separate server and
are configured to submit requests in a closed loop.

For IDEM, clients apply the optimistic approach described in Sec-
tion 5.3 with a timeout of 5ms, meaning that after having received
n— f rejections, a client waits up to 5ms in the hope of a reply before
abandoning its request. Following the established technique to man-
age load in distributed client-server systems [15, 71], after having
aborted an operation due to rejection, and thereby having learned
that the replicated service is currently under high load, a client
issues the next operation after a random delay (50-100ms). For
deciding on rejects, IDEM replicas rely on a default reject threshold
of RT=50 and perform active queue management (see Section 5.1)
with time slices of 2s. Further, replicas in IDEm forward a request if
it is not executed within 10ms after sending the initial REQUIRE. The
evaluation results each represent an average of three runs and error
bars show the standard deviation in latency across the duration of
a run. Individual points in the graphs represent the load pressure
on the system, caused by an increase in closed-loop clients.

7.2 Performance under Increasing Request Load

Our first experiment compares the performance of IDEM, Paxos
and BFT-SMaRt under an increasing request load. As shown in
Figure 6, Paxos and BFT-SMaRt perform poorly under overload. As
soon as these systems reach their respective maximum throughput,
the latency drastically escalates when the load is further increased.
In contrast, for IDEM collaborative overload prevention effectively
limits the latency of the system. Up until the point the rejection
mechanism takes action, the system behaves the same as traditional
protocols. But as soon as there are more requests in the system than
the reject threshold allows (at around 43k requests/s), the latency
no longer increases but plateaus at around 1.3ms.
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Figure 7: Reject behavior in IDEM under increasing load.

We strained all systems with up to four times their maximum
throughput, resulting in systems without active rejection to reach
more than 600% of their normal latency; additional load would
extend the degradation even further. A comparison between IDEm
and IDEM;,pR shows that enabling the rejection mechanism only
has a negligible impact on the unsaturated system’s performance;
the two curves only diverge after the rejection threshold is reached
and the rejection mechanism becomes effective. More importantly,
it confirms that our collaborative overload-prevention mechanism
is what effectively minimizes overload-induced tail latency in IDEm.

7.3 Reject Behavior

The reason that IDEM is able to avoid overload-induced tail latency
is the usage of rejection to actively prevent an overload state. Since
the rejection notifications are also an important means for the client
to assess the current state of the system, we now investigate their
behavior in detail.

The results shown in Figure 7 represent the throughput and
latency for rejects in IDEm for different degrees of overload. As a
metric for overload, we use the number of active clients that are
concurrently interacting with the replicated service. Note that in
an overload situation this does not necessarily scale linearly to the
number of requests, since IDEM clients actively try to regulate the
pressure (i.e., request load) on the system (see Section 7.1). For our
experiments, we determine 50 clients as the baseline (client-load
factor 1x), since this is the point where the system reaches satura-
tion and latency starts increasing disproportionally compared to the
increase in throughput. With our clients running in a closed loop,
they issue requests at high frequency, achieving a throughput of 43k
requests/s. Consequently, 50 benchmark clients are representative
of thousands or tens of thousands of real-world clients.

The results show that the rejects also have a stable latency of
around 1.3-1.5ms, even with an overload of up to 8 times the base-
line client load. This is in the same range as a timely result and
hence allows a client to quickly switch to its fallback computation
once it learns that the system is busy.

The high standard deviation of reject latency is a side effect of
the fact that clients pursue the optimistic approach of additionally
waiting up to 5ms after receiving n — f rejects in an effort to obtain
a late reply. As the latency represents the time between the client
sending its request and either getting a result or abandoning the
operation, this timeout is included in the latency if only some
replicas reject a request while others accept it. The comparably low
average latency shows that this does not happen often.
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Figure 8: Variation of reject threshold in IDEM.

Also, even for a severe overload, the amount of rejects compared
to the total throughput is very low (only around 10% for a client-
load factor of 8) and in moderate overload scenarios even less than
3%. This is caused by the clients’ behavior of delaying their subse-
quent requests when they receive a reject and know the system is
overloaded. The higher the client-load factor is, the more clients
behave this way, thereby regulating the overall pressure on the
system and leading to a slower increase of rejects.

7.4 Rejection Overhead

In our next experiment, we evaluate the overhead of IDEM’s re-
jection mechanism by comparing IDEmM with IDEM,,pR in terms of
their network usage. For this purpose, we issue a fixed number
of 1,000,000 requests to both systems under different load scenar-
ios (client-load factor 0.5x, 1x and 4x) and monitor the total net-
work traffic both of clients and between replicas. A request is only
counted as completed upon a successful response. Rejected and
therefore aborted requests in IDEm do not count towards the total
request number and need to be resubmitted.

The results in Table 1 show clearly that IDEM’s rejection mech-
anism has a negligible impact on the total network traffic of the
system. With a variation between individual measurements of the
same setup of around 2-3%, there is no visible difference between
IpEM and IDEM,,pR. This highlights the effectiveness of our mea-
sures to minimize the rejection mechanism’s overhead (especially
by reducing the number of forwarded requests and the caching of
recently rejected requests; see Section 5.2) and emphasizes the low
number of additional rejects even in high overload scenarios.

7.5 Variation of Reject Threshold

As shown in Section 7.2, the reject mechanism has a significant
impact on IDEM’s behavior. The defining factor here is the reject
threshold RT, so how many concurrent active requests each replica
allows before further ones are rejected. This directly impacts the
possible maximum throughput of the system. Hence, in our next ex-
periment, we investigate the impact of adjusting the reject threshold

‘ Medium Load ‘ High Load ‘ Overload
3.26 GB 3.15GB 3.19GB
3.24GB 3.08 GB 3.19GB

IDEMy0PR
IDEM

Table 1: Overhead of IDEM’s rejection mechanism.
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Figure 9: IDEM’s behavior under disruptive conditions.

on the system’s performance. Figure 8 shows how the throughput
and latency change depending on different reject thresholds.

The two reject threshold settings of RT=50 and RT=75 both pro-
vide a good balance between low latency and achieved throughput.
RT=50 is more conservative and set just below what the system
could potentially handle. This results in a slightly lower throughput
of 43k requests/s, but achieves a stable latency of less than 1.3ms.
RT=75, on the other hand, sets the threshold somewhat above the
overload edge of the system. This allows it to offer a higher through-
put of approximately 46k requests/s at a slightly higher latency (up
to 1.6ms), which nevertheless shows the desired plateau effect.

Additionally, we repeat the experiment with an artificially low
reject threshold of 20, which is considerably below what the system
can handle. Such a configuration affects the achievable throughput,
which is restricted to only 32k requests/s, around 65% of the possible
maximum throughput. However, it provides a very low and stable
latency: even for severe overload situations, the latency is constantly
close to the minimum latency of the system and never above 0.6ms.

In summary, the reject threshold directly impacts the effective-
ness of the proactive rejection mechanism. Note that even though
the configurations exhibit different behaviors in an overload sit-
uation or when their respective reject threshold is reached, they
all have nearly identical performance below this threshold. Hence,
when the underlying base performance of the system is known (e.g.,
by benchmarking the system with a disabled rejection mechanism),
it is possible to configure the reject threshold to target a desired
latency and throughput on that graph.

7.6 IDEM under Disruptive Conditions

As the previous sections have shown, a well-configured IDEM can
offer a stable low latency even when the system suffers from an
overload situation. In this section, we investigate how an inappro-
priate usage of IDEM does affect this behavior. First, we misconfigure
IpEM with an unreasonably high reject threshold, and afterwards
we evaluate the impact of extreme overloads up to 14 times as high
as our baseline client load.

Misconfiguration. In the first part of this experiment, we set
the reject threshold to 100, which is way above what the system
can handle and means that the system reaches an overload state
before the active rejection mechanism can prevent it. The results
shown in Figure 9a represent the average throughput and latency
for different stages of overload, again represented by the client-load
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Figure 10: Impact of a replica crash on Inem. In all measurements, a respective replica was crashed after 250s of service.

factor as defined in Section 7.3. As in previous experiments with
IDEM, the latency rises in an overload scenario and this upward
trend is only slowed at around 2ms, which is when the rejection
mechanism is activated. However, the mechanism is still able to
considerably slow the increase in latency, which is nearly constant
between 4x and 6x of the client-load factor. Only after this already
severe overload, the latency again starts to slowly increase. This
is likely caused by the fact that, with the system already being in
an overload state just by the immense number of requests, replicas
are no longer able to withstand the increasing number of rejects
without it having an impact on performance. Our experiment shows
how important it is to consider the maximum throughput of the
system when configuring the reject threshold. However, IDEM is
nevertheless able to prevent the immediate explosion in latency
shown by state-of-the-art protocols at such overload.

Extreme Load. The second part of this experiment puts IDEm
under extreme overload, with up to 14 times our defined client-load
baseline. The results are shown in Figure 9b. For a medium overload
of up to a client-load factor of 6, the throughput stays relatively
stable and latency slightly increases to 1.3ms, which is only around
0.4ms higher than the latency just before the rejection mechanism
takes action. After that, the system behavior shifts and both the
throughput and latency decrease with more load. At 14 times the
client load, the system has a reduced throughput of 24k requests/s
(55% of its highest throughput), but offers an average latency of only
0.9ms. We reason this decrease in throughput is caused due to the
vast majority of clients facing mostly rejects and thus delaying their
subsequent requests to relieve the system. Overall, the experiment
shows that IDEM can easily tolerate even extreme overload bursts
and still offer a stable latency.

7.7 Impact of Replica Failure

The next experiments investigate the impact of replica failures on
IDEM, both under normal load and when it is in an overload situa-
tion. In this context, we inspect replica crashes for an additional
system: IDEM;, 40 is a variant of IDEm without active queue man-
agement (see Section 5.1), meaning without measures to provide
a more unanimous decision on rejects. During the experiments,
we run each system under a constant load and deliberately crash
a leader or follower after a certain amount of time. We conduct

our experiments with two load configurations: one with 50 clients,
which represents a normal load and is just before the reject mecha-
nism takes action, and one with 100 clients, which is already past
the overload threshold of the systems.

Leader Crash. Let us first inspect the impact of a leader crash on
IpEM and IDEMu,40M as shown in the top row of Figures 10a to
10c. After the leader has crashed, IDEM needs to complete a view
change before it can process requests again. This takes around 1.5
seconds, which mostly consists of the timeout before a view change
is triggered. In the overload scenario, IDEM shows a slight decrease
in throughput of around 9% and an increase in latency of around
45% after the view change. Note that the latency is still stable below
1.7ms. This performance decrease is caused by the fact that the
leader in IDEM waits for f + 1 REQUIRESs before proposing a request.
As there are double the amount of concurrent requests in the system
than the request threshold allows, the f+1 remaining replicas have a
high chance of accepting a different subset of requests that will then
only be agreed after the forward timeout of 10ms. When comparing
to IDEMpoAQM, Which shows a high instability in both throughput
and latency with only f + 1 replicas, it is obvious that the active
queue management succeeds to effectively mitigate this problem.

Follower Crash. When crashing a follower replica (as shown
in the bottom row of Figures 10a to 10c), there is no need for a
view change and no complete interruption in service for either
system. After the follower crash, both IpEm and IDEM 40 display
a similar behavior as discussed above, as there are again only f + 1
remaining replicas in the system.

7.8 Comparison with Leader-based Rejection

In our final experiment we compare IDEM with Paxos; g, the Paxos
variant from Section 3.3 that uses leader-based rejection. Both ap-
proaches successfully prevent an overload situation and sustain a
low reply latency, which is why we focus on the reject latency for
this experiment. Figure 10d shows the reject latency of both systems
when a leader or follower fails during an overload situation.

In case of a follower crash, Paxosy gR is not affected, resulting in
no change in the reject latency. IDEm shows a slight increase in reject
latency after the crash, but also offers a continuous rejection. This
latency increase is caused by the optimistic client implementation,
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which leads clients to wait a short time (~5ms) after n — f rejects
for either a result or, more likely in a high-overload scenario, n
rejects. As the latter cannot be fulfilled with the missing replica, it
is more likely for a client to wait the full timeout before abandoning
the request, leading to an increase in measured reject latency.

A more distinct difference between Paxosy gg and IDEM can be
seen when the system experiences the crash of the current leader.
As the rejection in Paxosy gr depends solely on the leader, it cannot
offer any rejects after the crash until the view change is completed
and the client has identified the new leader. As clients in Paxos ini-
tially only send a request to the presumed leader, this takes multiple
client-side timeouts as well as the time for the view change to be
effective, resulting in a reject downtime of around 4 seconds. IDEMm,
on the other hand, is able to continuously provide the client with
rejects even during a leader crash and view change, demonstrating
the advantage of collaborative overload prevention.

8 Related Work

The topic of correct provisioning and overload prevention under
changing operative conditions is widely researched [1, 35] and has
recently gained even more relevance with the categorization of
metastable failures [14, 39], a failure state of permanent overload
with very low goodput. Auto-scaling [37, 51] allows to dynamically
adjust the number of resources to match the current load, but is
often designed for elastic applications in the cloud and not easily
applicable to state-machine replication protocols as it would require
configuration changes. Load-balancing [17, 23, 42, 61, 72] works by
trying to fairly distribute load among multiple nodes, decreasing
the risk of tail latency caused by the contention on individual nodes.
Another option is to add admission control [9, 10, 22, 32, 71] and
simply block or delay requests when the system reaches an overload
situation. In contrast to proactive rejection, this does not provide
the client with any means to react other than waiting for a timeout.

In the context of leader-based crash-tolerant state-machine repli-
cation exist numerous works on improving the effectiveness and
performance of a system [19, 27, 30, 34, 38, 45, 48, 57]. Copilot [55]
aims to sustain normal-case latency despite the slowdown of one
replica by adding a “copilot” to the leader, thereby offering redun-
dancy to the leader role. S-Paxos [12] separates the replication of
commands from the agreement process to enable an id-based order-
ing. PigPaxos [20] alleviates a bottleneck in the leader by introduc-
ing “relay nodes” taking over part of the leader’s communication.
While such measures reduce the overload or slowdown potential at
the leader, they cannot avoid overload-induced tail latency when
the system as a whole is under pressure. SwiftPaxos [60] targets
contention-based latency in a geo-replicated setting by allowing
replicas to dynamically switch between a fast and slow path based
on a request’s dependencies. This allows the system to achieve an
optimal latency both during low and high system load. However, it
is not designed to prevent or mitigate overload. To our knowledge,
there is no work targeting the prevention of overload-induced tail
latency in state-machine replication protocols at the system level
and to the extent we present with IDEM in this paper.

For replicated systems, rotating-leader or multi-leader proto-
cols [4, 5, 7, 33, 53, 54, 70, 73, 74] aim at increasing the scalabil-
ity and reliability of state-machine replication protocols by allow-
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ing all replicas to act as command leaders. While removing the
bottleneck of a single stable leader, this cannot protect a system
when the overload affects all replicas equally, as is the case for
our target applications. However, we expect that the concept of
collaborative overload-prevention can be integrated into such multi-
leader protocols with little adjustments.

Abortable consensus [8] is a generic technique to dynamically
switch the protocol used by a group of replicas to ensure consistency.
While also potentially declining the execution of requests, in con-
trast to our approach, it is not suitable to prevent overload due to the
abortion of operations being limited to (rare) reconfiguration events.

Similar to crash-tolerant protocols, Byzantine fault-tolerant repli-
cation protocols [6, 11, 18] also suffer from overload induced tail la-
tency. Protocols such as Omada [31], Spinning [68] or Mir-BFT [66]
already provide measures to reduce the load at the leader, how-
ever, their main goal is to restrict the capability of faulty actors
(i.e., clients or the leader replica) to impede the system’s perfor-
mance, and they cannot prevent overload at a system level induced
by legitimate requests. While IDEM is currently designed for a crash
fault-tolerant setting, we believe it is possible to adapt the approach
to the Byzantine fault model. In this context, the concept of micro
replication [28] may help to provide collaborative overload preven-
tion in a modular and consensus-algorithm-independent way.

As mentioned in Section 3.2, overload is not the only source of
tail latency in distributed systems [26, 49]. Other factors such as
network contention, unfavorable scheduling or garbage collection
can also increase the response time of individual requests, even
independent of the current load. Existing approaches tackle these
problems via considerate scheduling [58, 59], special hardware [41]
or programming and communication models [46], or adapting the
language runtime [52]. As a protocol-level approach, proactive
rejection is independent of the actual implementation and thus can
be combined with many of these existing solutions.

9 Conclusion

IDEM uses collaborative overload prevention to effectively reduce
overload-induced tail latency via proactive rejection. We showed
that proactive rejection enables IDEM to sustain adequate through-
put and stable latency in severe overload situations. Furthermore,
the collaborative approach allows IDEMm to provide its clients with
continuous stable reject latency even during replica crashes.
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